i nl I ADVANGCE INFORMATION

82434LX/82434NX PCl, CACHE AND MEMORY

CONTROLLER (PCMC)
M Supports the Pentium™ Processor at | Integrated DRAM Controller
iICOMP™ |ndex 510\60 MHz and iCOMP — Supports 2 MBytes to 192 MBytes of
Index 567\66 MHz Cacheable Main Memory for the
‘;'*&Wzmwﬁiﬂm&
cnehmhh ‘Memory for
R : o — Supports DRAM Access Tlmes of
m Supports Pipelined Addressing 70 ns and 60 ns 1
Capability of the Pentium Processor — CPU Writes Posted to DRAM 4-1-1-1
' ”‘m rives ‘Signal Levels — Refresh Cycles Decoupled from ISA
fq ‘on the CPU ”& a.ﬂ?.@gw;‘ Refresh to Reduce the DRAM
R Access Latency
m High Performance CPU/PCI/Memory —Six RAS# Lines (82434L.X)
Interfaces via Posted Write and Read - Elght RAS # Lines (82434NX)
Prefetch Butfers — Refresh by RAS #-Only, or CAS-
m Fully Synchronous PCI Intertace with Before-RAS #, in Single or Burst
Full Bus Master Capability of Four
m Supports the Pentium Processor & Host/PCl Bridge _
Internal Cache in Either Write-Through — Translates CPU Cycles into PC| Bus
or Write-Back Mode $VC|eft Back-to-Back S tial
. — Translates Back-to-Back Sequentia
n Programmable_ Attribute Map of DOS CPU Memory Writes into PCI Burst
and BIOS Regions for System Cycles
Flexibility — Burst Mode Writes to PCi in Zero PCI
® Integrated Low Skew Clock Driver for Wait-States (i.e. Data Transfer Every
Distributing Host Clock Cycle)
— Full Concurrency Between CPU-to-
. g‘;z?::ﬁ:? Second Level Cache Main Memory and PCl-to-PCI
— Integrated Cache Tag RAM :’ ?I““fact"’"s
— Write-Through and Write-Back Cache — Full Concurrency Between CPU-to-
M s:Ies for the 82434LX Second Level Cache and PCi-to-Main

Memory Transactions
— Same Cache and Memory System
Logic Design for ISA and EISA

t ey S Systems
— Direct Mapped Organizaticn .
— Supports Standard and Burst SRAMs — Cache Snoop Filter Ensures Data
— 256-KByte and 512-KByte Sizes Conssste_ncy for PCl-to-Main Memory
— Cache Hit Cycle of 3-1-1-1 on Reads Transactions
and Writes Using Burst SRAMs B 208-Pin QFP Package

— Cache Hit Cycle of 3-2-2-2 on Reads
and 4-2-2-2 on Writes Using
Standard SRAMs

*Other brands and names are the: property of their respective owners.

December 1994
Order Number: 290479-004 1-57



82434LX/82434NX i ntd ®

The 82434LX/82434NX PCl, Cache, Memory Controllers (PCMC) integrate the cache and main memory
DRAM control functions and provide bus control for transfers between the CPU, cache, main memory, and the
PCI Local Bus. The cache controller supports write-back (or write-through for 82434LX) cache policy and
cache sizes of 256-KBytes and 512-KBytes. The cache memory can be implemented with either standard or
burst SRAMs. The PCMC cache controller integrates a high-performance Tag RAM to reduce system cost.
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82434LX/82434NX

1.0 ARCHITECTURAL OVERVIEW

This section provides an 82430LX/82430NX PClset
system overview that includes a description of the
bus hierarchy and bridges between the buses. The
82430LX PClset consists of the 82434LX PCMC and
82433LX LBX components plus sither a PCI/ISA
bridge or a PCI/EISA bridge. The 82430NX PClset
consists of the 82434NX PCMC and 82433NX LBX
components plus either a PCI/ISA bridge or a PCl/
EISA bridge. The PCMC and LBX provide the core
cache and main memory architecture and serve as
the Host/PCI bridge. An overview ot the PCMC fol-
lows the system overview section.

1.1 System Overview

The 82430LX/82430NX PClset provides the Host/
PCI bridge, cache and main memory controller, and
an 170 subsystem core (either PCI/EISA or PCI/ISA
bridge) for the next generation of high-performance
personal computers based on the Pentium proces-
sor. System designers can take advantage of the
power of the PCI (Peripheral Component Intercon-
nect) local bus while maintaining access to the large
base of EISA and ISA expansion cards. Extensive
buffering and buffer management within the bridges
ensures maximum efficiency in all three buses (Host
CPU, PCI, and EISA/ISA Buses).

For an ISA-based system, the PClsat includes the
System 1/0 (823781B SIO) component (Figure 1) as
the PCI/ISA bridge. For an EISA-based system (Fig-
ure 2), the PCiset includes the PCI-EISA bridge
{82375EB PCEB) and the EISA System Component
{82374EB ESC). The PCEB and ESC work in tan-
dem to form the complete PCI/EISA bridge.

1.1.1. BUS HIERARCHY—CONCURRENT
OPERATIONS

Systems based on the 824301.X/8:430NX PClset
contain three levels of buses structured in the fol-
lowing hierarchy:

1-66

e Host Bus as the execution bus

intel
ol
e PCI Bus as a primary 1/0 bus

* |SA or EISA Bus as a secondary 1/0 bus.

This bus hierarchy allows concurrency for simulta-
neous operations on all three buses. Data buffering
permits concurrency for operations that crossover
into another bus. For example, the Pentium proces-
sor could post data destined to the PCl in the LBX.
This permits the Host transaction to complete in
minimum time, freeing up the Host Bus for further
transactions. The Pentium processor does not have
to wait for the transfer to complete to its final desti-
nation. Meanwhile, any ongoing PCl Bus transac-
tions are permitted to complete. The posted data is
then transferred to the PCI Bus when the PCI Bus is
available. The LBX implements extensive buffering
for Host-to-PCl, Host-to-main memory, and PCl-to-
main memory transactions. In addition, the PCEB/
ESC chip set and the SIO implement extensive buff-
ering for transfers between the PCl Bus and the
EISA and ISA Buses, respectively.

Host Bus

Designed to meet the needs of high-performance
computing, the Host Bus features:

¢ 64-bit data path

® 32-bit address bus with address pipelining

* Synchronous frequencies of 60 MHz and 66 MHz
symorvonous reduency of 50 MH (8243000

® Burst read and write transfers

e Support for first level and second level caches

e Capable of full concurrency with the PCl and
memory subsystems

* Byte data parity

e Full support for Pentium processor machine
check and DOS compatible parity reporting

e Support for Pentium processor System Manage-
ment Mode (SMM).

* 3 } i_\i . _ H
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Figure 1. Block Ciagram of a 82430L.X/82430NX PClset ISA System

PCI Bus

The PCI Bus is designed to address the growing in-
dustry needs for a standardized /oca. bus that is not
directly dependent on the speed and the size of the
processor bus. New generations of personal com-
puter system software such as Windows™ and
Win-NT™ with sophisticated graphical interfaces,
multi-tasking, and multi-threadirg bring rew require-
ments that traditional PC /0O architactures cannot
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satisfy. In addition to the higher bandwidth, reliability
and robustness of the 1/0 subsystem are becoming
increasingly important. PCl addresses these needs
and provides a future upgrade path. PCl features in-
clude:

® Processor independent
® Multiplexed, burst mode operation
® Synchronous at frequencies up to 33 MHz

¢ 120 MByte/sec usable throughput
(132 MByte/sec peak) for a 32-bit data path
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Low latency random access (60 ns write access
latency to slave registers from a master parked
on the bus)

Capable of full concurrency with the processor/
memory subsystem

Full multi-master capability allowing any PCI mas-
ter peer-to-peer access to any PCl slave

Hidden (overlapped) central arbitration

-

intgl.
Low pin count for cost effective component pack-
aging (multiplexed address/data)

Address and data parity

Three physical address spaces: memory, 1/0,
and configuration

Comprehensive support for autoconfiguration
through a defined set of standard configuration
functions.

Pentium ™
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Host Bus 1 1 1
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Figure 2. Block Diagram of the 82430L.X/82430NX PCliset EISA System
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ISA Bus

Figure 1 represents a system using the iSA Bus as
the second levei 1/0 bus. It allows personal comput-
er platforms built around the PCI as a primary 1/0
bus to leverage the large 1SA product base. The iISA
Bus has 24-bit addressing and a 16-bit data path.

EISA Bus

Figure 2 represents a system using the EISA Bus as
the second level 1/0 bus. It allows personal comput-
er platforms built around the PCl as a primary 1/0
bus to leverage the large EISA/ISA product base.
Combinations of PCl and EISA buses, both of which
can be used to provide expansion functions, will sat-
isfy even the most demanding applications.

Along with compatibility for 16-bit and 8-bit ISA hard-
ware and software, the EISA bus provides the fol-
lowing key features:

e 32-bit addressing and 32-bit data path
* 33 MByte/sec bus bandwidth

¢ Multiple bus master support throu3h etficient arbi-
tration

¢ Support for autoconfiguration.

1.1.2 BUS BRIDGES
Host/PCl Bridge Chip Set (PCMC and LBX)

The PCMC and LBX enhance the system perform-
ance by allowing for concurrency between the Host
CPU Bus and PCI Bus, giving each greater bus
throughput and decreased bus latancy. The LBX
contains posted write buffers for Host-to-PCl, Host-
to-main memory, and PCl-to-main memory transfers.
The LBX also contains read prefetch buffers for
Host reads of PCI, and PCi reads cf main memory.
There are two LBXs per system. The LBXs are con-
trolled by commands from the PCMC. The PCMC/
LBX Host/PCI bridge chip sel is covered in more
detaii in Section 1.2, PCMC Cverview.

PCI-EISA Bridge Chip Set (PCEB and ESC)

The PCEB provides the master/slave functions on
both the PCl Bus and the EISA Bus. Functioning as
a bridge between the PCl and EISA buses, the
PCEB provides the address and data paths, bus
controls, and bus protocol translatior: for PCl-to-
EISA and EISA-to-PCl transfers. Extansive data buft-
ering in both directions increase system perform-
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ance by maximizing PCl and EISA Bus efficiency and
allowing concurrency on the two buses. The PCEB's
buffer management mechanism ensures data coher-
ency. The PCEB integrates central bus control func-
tions including a programmable bus arbiter for the
PCl Bus and EISA data swap buffers for the EISA
Bus. Integrated system functions include PCI parity
generation, system error reporting, and programma-
ble PCl and EISA memory and I/O address space
mapping and decoding. The PCEB also contains a
BIOS Timer that can be used to implement timing
loops. The PCEB is intended to be used with the
ESC to provide an EISA I/0 subsystem interface.

The ESC integrates the common /O functions
found in today’s EISA-based PCs. The ESC incorpo-
rates the logic for EISA Bus controller, enhanced
seven channel DMA controller with scatter-gather
support, EISA arbitration, 14 level interrupt control-
ler, Advanced Programmable Interrupt Controller
(APIC), five programmable timer/counters, non-
maskable-interrupt (NMI) control, and power man-
agement. The ESC also integrates support logic to
decode peripheral devices (e.g., the flash BIOS, real
time clock, keyboard/mouse controller, floppy con-
troller, two serial ports, one parallel port, and IDE
hard disk drive).

PCI/ISA Bridge (SIO):

The SIO component provides the bridge betwesn
the PCI Bus and the ISA Bus. The SIO also inte-
grates many of the common 1/0 functions found in
today's ISA-based PCs. The SIO incorporatas the
logic for a PCl interface (master and slave), ISA in-
terface (master and slave), enhanced seven channel
DMA controller that supports fast DMA transters and
scatter-gather, data buffers to isolate the PCl Bus
from the ISA Bus and to enhance performance, PCI
and ISA arbitration, 14 level interrupt controiler, a
16-bit BIOS timer, three programmable timer/coun-
ters, and non-maskable-interrupt (NMI) control logic.
The SIO aiso provides decode for peripheral devices
(e.g., the flash BIOS, real time clock, keyboard/
mouse controller, floppy controlier, two serial ports,
one parallel port, and IDE hard disk drive).

1.2 PCMC Overview

The PCMC (along with the LBX) provides three basic
functions: a cache controller, a main memory DRAM
controller, and a Host/PCI bridge. This section pro-
vides an overview of these functions. Note that, in
this document, operational descriptions assume that
the PCMC and LBX components are used together.
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1.2.1 CACHE OPERATIONS

The PCMC provides the control for a second level
cache memory array implemented with =ither stan-
dard asynchronous SRAMSs or synchronous burst
SRAMs. The data memory array is external to the
PCMC and located on the Host adcress/data bus.
Since the Pentium processor contains an internal
cache, there can be two separate caches in a Host
subsystem. The cache inside the Pertium processor
is referred to as the first level cache (also called
primary cache). A detailed descriptior of the first lev-
el cache is beyond the scope of this Jocument. The
PCMC cache contro! circuitry and associated exter-
nal memory array is referred to as the second level
cache (also called secondary cache). The second
level cache is unified, meaning that both CPU data
and instructions are stored in the cache. The
82434.X PCMC supports both write-through and
write-back caching policies ana the 82434NX sup-
ports write-back.

The optional second level cache: memory array can
be either 256-KBytes or 512-kBytes in size. The
cache is direct-mapped and is organized as either
3K or 16K cache lines of 32 bytas per line.

‘n addition to the cache data RAM, th2 second level
cache contains a 4K set of cache tags that are inter-
nal to the PCMC. Each tag contains an address that
is associated with the corresponding data sector
(2 lines for a 256 KByte cache and 4 lines for a
512 KByte cache) and two status bits ‘or each line in
the sector.

intel.

During a main memory read or write operation, the
PCMC first searches the cache. If the addressed
code or data is in the cache, the cycle is serviced by
the cache. If the addressed code or data is not in the
cache, the cycle is forwarded to main memory.

For the write-through (824341X only) and write-back
(both 82434LX and 82434NX) policies, the cache
operation 15 determined by the CPU read or write
cycle as follows:

Write Cycle

If the caching policy is write-through and the write
cycle hits in the cache, both the cache and main
memory are updated. Upon a cache miss, only
main memory is updated. The cache is not updat-
ed (no write-allocate).

If the caching policy is write-back and the write
cycle hits in the cache, only the cache is updated;
main memory is not affected. Upon a cache miss,
only main memory is updated. The cache is not
updated (no write-allocate).

Read Cycle

Upon a cache hit, the cache operation is the same
for both write-through and write-back. In this case,
data is transferred from the cache to the CPU.
Main memory is not accessed.

256 KByte Cache Size

512 KByte Cache Size
Sector
p——
LineQ Linet Line2 Line3
o b —
Cache Cache Data
Tags RAM
(Internal ! 512 KBytes
to :
PCMC) (External
SRAMSs) H
2904794

Figure 3. Second Level Cache Organization
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A
Line 0 Line_l_
4095 . : 4095
Cache Cache Data
Tags RAM
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fame — e .
o 0
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If the read cycle causes a cache miss, the line
containing the requested data is transferred from
main memory to the cache and to the CPU. In the
case of a write-back cache, if the cache line fill is
to a sector containing one or more modified fines,
the modified lines are written back to main memory
and the new line is brought into the cache. For a
modified line write-back operation, the PCMC
transfers the modified cache lines to main memory
via a write buffer in the LBX. Before writing the last
modified line from the write buffer to main memory,
the PCMC updates the first and second level
caches with the new line, allowing the CPU access
to the requested data with minimum latency.

1.2.1.1 Cache Consistency

The Snoop mechanism in the PCMC ensures data
consistency between cache (both first ievel and sec-
ond level) and main memory. The PCMC monitors
PCl master accesses to main memory and when
needed, initiates an inquire (snoop) cycle to the first
and second level caches. The snoop mechanism
guarantees that consistent data is always delivered
to both the host CPU and PCl masters.

1.2.2 ADDRESS/DATA PATHS

Address paths between the CPU/cache and PCI
and data paths between the CPU/cache, PCl, and
main memory are supplied by two LBX components.
The LBX is a companion component to the PCMC.
Together, they form a Host/PCi bridge. The PCMC
(via the PCMC/LBX interface signals), controls the
address and data flow through the L3Xs. Refer to
the LBX data sheet for more details on the address
and data paths.

Data is transferred to and from the PCMC internal
registers via the PCMC address lines. When the
Host CPU performs a write operation, the data is
sent to the LBXs. When the PCMC decodes the cy-
cle as an access to one of its internal registers, it
asserts AHOLD to the CPU and instructs the LBXs
to copy the data onto the Host address lines. When
the PCMC decodes a Host read as an access to a
PCMC internal register, it asserts AHOLD to the
CPU. The PCMC then places the register data on its
address lines and instructs the LBX to copy the data
on the Host address bus to the Host data bus. When
the register data is on the Host data tus, the PCMC
negates AHOLD and completes the cycle
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1.2.2.1 Read/Write Buffers

The LBX provides an interface for the CPU address
and data buses, PCl Address/Data bus, and the
main memory DRAM data bus. There are three post-
ed write buffers and one read-prefetch buffers imple-
mented in the LBXs to increase performance and to
maximize concurrency. The buffers are:

e CPU-to-Main Memory Posted Write Buffer
(4 Qwords)

o CPU-to-PCl Posted Write Buffer (4 Dwords)

* PCi-to-Main Memory Posted Write Buffer (2 x 4
Dwords)

e PCl-to-Main Memory Read Prefetch Buffer (line
buffer, 4 Qwords).

Refer to the LBX data sheet for details on the opera-
tion of these buffers.

1.2.3 HOST/PCI BRIDGE OPERATIONS

The PCMC permits the Host CPU to access devices
on the PCI Bus. These accesses can be to PCI 1/0
space, PCI memory space, or PCl configuration
space.

As a PCI device, the PCMC can be either a master
initiating a PCl Bus operation or a target responding
to a PCl Bus operation. The PCMC is a PCl Bus
master for Host-to-PCl cycles and a target for PCI-
to-main memory transfers. Note that the PCMC does
not permit peripherals to be located on the Host
Bus. CPU 170 cycles, other than to PCMC internal
registers, are forwarded to the PCI Bus and PCl Bus
accesses to the Host Bus are not supported.

When the CPU initiates a bus cycle to a PCl device,
the PCMC becomes a PCl Bus master and trans-
lates the CPU cycle into the appropriate PCI Bus
cycle. The Host/PCl Posted write buffer in the LBXs
permits the CPU to complete CPU-to-PCI Dword
memory writes in three CPU clocks (1 wait-state),
even if the PCl Bus is currently busy. The posted
data is written to the PCI device when the PCl Bus is
available.

When a PCI Bus master initiates a main memory ac-
cess, the PCMC (and LBXs) become the target of
the PCl Bus cycle and responds to the read/write
access. During PCl-to-main memory accesses, the
PCMC autornatically performs cache snoop opera-
tions on the Host Bus, when needed, to maintain
data consistency.
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As a PCI device, the PCMC contains all of the re-
quired PCI configuration registers The Host CPU
reads and writes these registers as described in
Section 3.0, Register Description.

1.2.4 DRAM MEMORY OPERATIONS

The PCMC contains a DRAM controller that sup-
ports CPU and PC! master accesses to main memo-
ry. The PCMC DRAM interface supplies the control
signals and address lines and the LBXs supply the
data path. DRAM parity is generated for main mem-
ory writes and checked for memon, reads.

For the 82434LX, the memory array is 64-bits wide
and ranges in size from 2 MBytes— 192 MBytes. The
array can be implemented with either single-sided or
double-sided SIMMs. DRAM SIMM sizes of 256K x
36, 1M x 36, and 4M x 36 are supported

For the 82434NX, the memory array is 64-bits wide
and ranges in size from 2 MBytes-512 MByles. The
array.can be implementad with either single-sided or
double-gided SIMMs. DRAM SIMM sizes of 256K x
36, 1M x 36, 4M x 36; and 16M x.35 are supported.

To provide optimum support for the various cache
configurations, and the resultant m:xx of bus cycles,
the system designer can select batween O-active
RAS# and 1-active RAS# modes. "hese modes af-
fect the behavior of the RAS# signal following either
CPU-to-main memory cycles or PCl-to-main memory
cycles.

The PCMC also provides programmable memory
and cacheability attributes on 14 memory segments
of various sizes in the ISA compatibility range
(512 KByte- 1 MByte address range}. Access rights
to these memory segments from the FCl Bus are
controlled by the expansion bus bricige.

The PCMC permits a gap to be created in main
memory within the 1 MByte-16 MBytes address
range, accommodating ISA devices which are
mapped into this range (e.g., ISA LAN card or an [SA
frame buffer)

125 3av m&s

2.0 SIGNAL DESCRIPTIONS

This section provides a detailed description of each
signal. The signals are arranged in functional groups
according to their associated interface. The states of
all of the signals during hard reset are provided in
Section 8.0, System Clocking and Reset.

The "#” symbo! at the end of a signal name indi-
cates that the active, or asserted state occurs when
the signal is at a low voltage level. When "' #” is not
present after the signal name, the signal is asserted
when at the high voltage level.

The terms assertion and negation are used exten-
sively. This is done to avoid confusion when working
with a mixture of “‘active-low” and “active-high" sig-
nals. The term assert, or assertion indicates that a
signal is active, independent of whether that level is
represented by a high or low voltage. The term ne-
gate, or negation indicates that a signal is inactive.

The following notations are used to describe the sig-
nal type.

in Input is a standard input-only signal
out Totem pole output is a standard active driver
o/d Open drain

t/s Tri-State is a bi-directional, tri-state input/out-
put pin

s/t/s Sustained tri-state is an active low tri-state sig-
nal owned and driven by one and only one
agent at a time. The agent that drives a s/t/s
pin low must drive it high for at least one clock
before letting it float. A new agent can not
start driving a s/t/s signal any sooner than
one clock after the previous owner tri-states it.
An external pull-up is required to sustain the
inaclive state until another agent drives it and
must be provided by the central resource.
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2.1 Host Interface

82434LX/82434NX

Signal

Type

Description

A[31:0]

t/s

ADDRESS BUS: A[31:0] are the address lines of the Host Bus. A[31:3] are connected to
the CPU A[31:3] lines and to the LBXs. A[2:0] are only connected to the LBXs. Along with
the byte enabie signals, the A[31:3] lines define the physical area of memory or 170 being
accessed. During CPU cycles, the A[31:3] lines are inputs to the PCMC. They are used for
address decoding and second level cache tag lookup sequences. Also during CFU cycles,
A[2:0] are outputs and are generated from BE[7:0] #. A[27:24] provide hardware
strapping options for tast features. For more details on theses options, refer to Section
11.0 Testability.

During inquire: cyclas, A[31:5] are inputs from the LBXs to the CPU and the PCMC to
snoop the first and the second level cache tags, respectively. In response to a Flush or
Flush Acknowledge Special Cycle, the PCMC asserts AHOLD and drives the addresses of
the second level cache lines to he written back to main memory on A[18:7].

During CPU to PC: configuration cycles, the PCMC drives A[31:0] with the PCI
configuration space address that is internally derived from the CPU physical [/0 address.
All PCMC internal configuration registers are accessed via A[31:0]. During CPU reads
from PCMC internal configuration registers, the PCMC asserts AHOLD and drives the
contents of the addressed register on A[31:0]. The PCMC then signals the LBXs to copy
this value from the address lines onto the host data lines. During writes to PCMC internal
configuration registers, the PCMC asserts AHOLD and signals the LBXs to copy the write
data onto the A[31:0] lines.

Finaily, when in deturbo mode, the PCMC periodically asserts AHOLD and then drives
A[31:0] to valid logic levels to keep these lines from floating for an extended period of
time.

A[31:28] provide hardware strapping options at powerup. For more details on strapping ‘
options, refer to Section 8.0, System Clocking and Reset. A[27:24] provide hardware i
strapping options ‘or test features. For more details on these options, refer to Section [
11.0 Testability.
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Signal

Type

Description

BE[7:0] #

in

ADS #

BYTE ENABLES: The byte enables indicate which byte lanes on the CPU data bus
carry valid data during the current bus cycle. In the case of cacheable reads, all 8 bytes
of data are driven to the Pentium processor, regardless of the state of the byte enables.
The byte enable signals indicate the type of special cycle when M/IO# = D/C# =0 and
W/R # = 1. During special cycles, only one byte enable is asserted by the CPU. The
following table depicts the special cycle types and their byte enable encodings:

Special Cycle Type Asserted Byte Enable
Shutdowr! BEO#
Flush BE1#
Halt/Stop Grant BE2#
Write Back BE3#
Flush Acknowledge BE4 #
Branch Trace Message BES#

When the PCM( decodes a Shutdown Special Cycle, it asserts AHOLD, drives
000...000 (the FCI Shutdown Special Cycle Encoding) on the A[31:0] lines and signals
the LBXs to latch the host address bus. The PCMC then drives a Special Cycle on PCl,
signaling the LEXs to drive the latched address (00...00} on the AD[31:0] lines during
the data phase. The PCMC then asserts INIT for 16 HCLKs.

In response to Flush and Flush Acknowledge Special Cycles, the PCMC internally
inspects the Vaiid and Modified bits for each of the Second Level Cache Sectors. If a
line is both valid and modified, the PCMC drives the cache address of the line on the
A[18:7] and CAA/CAB[6:3] lines and writes the line back to main memory. The valid
and modified bits are both reset to 0. All valid and unmodified iines are simply marked
invalid.

In response to & write back special cycle, the PCMC simply returns BRDY # to the CPU.
The second level cache will be written back to main memory in response to the
following flush special cycle.

1f BE2# s ssmerted during a 3
cycle is or Stop Grant S
and if Ad=1, the cycle is a Stop '

In response to a halt special cycle, the PCMC asserts AHOLD drives 000...001 (the PCI
halt special cycl- encoding) on the A[31:0] lines, and signals the LBXs to latch the host !
address bus. Th PCMC then drives a special cycle on PCl, signaling the LBXs to drive
the Iatched addr3ss (00 .01} on the AD[31 :0] lines during the data phase

ADDHESS STR()BE The Penmum processor asserts ADS # to lnd|cate that a new bus
cycle is beginning. ADS # is driven active in the same clock as the address, byte enable,
and cycle definition signals. The PCMC ignores a floating low ADS # that may occur
when BOFF # is asserted as the CPU is asserting ADS#.
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i Signal | Type Description

BRDY# | out | BURST READY: BRDY # indicates that the system has responded in one of three ways:

1. valid data has been placed on the Pentium processor data pins in response to a read,
2. CPU write data nas been accepted by the system, or
3. the system has responded to a special cycle.

NA # out | NEXT ADDRESS: The PCMC asserts NA# for one clock when the memory system is
ready to accept a rew address from the CPU, even if all data transfers for the current
cycle have not completed. The CPU may drive out a pending cycle two clocks after NA #
is asserted and ha: the ability to support up to two outstanding bus cycles.

AHOLD | out | ADDRESS HOLD: The PCMC asserts AHOLD to torce the Pentium processor to stop
driving the address. bus so that either the PCMC or LBXs can drive the bus. During PCI 1
master cycles, AHOLLD is asserted to allow the LBXs to drive a snoop address onto the
address bus. If the PCI master locks main memory, AHOLD remains asserted until the
PCI master locked sequence is complete and the PCl master negates PLOCK #.

AHOLD is asserted! during all accesses to PCMC internal configuration registers to allow
configuration register accesses to occur over the A[31:0] lines.

When in deturbo mode, the PCMC periodically asserts AHOLD to prevent the processor
from initiating bus cycles in order to emulate a slower system. The duration of AHOLD
assertion in deturbo mode is controlled by the Deturbo Frequency Control Register
(offset 51h). When PWROK is negated, the PCMC asserts AHOLD to allow the strapping
options on A[31:28] tc be read. For more details on strapping options, see the System
Clocking and Reset section.

EADS# | out | EXTERNAL ADDRESS STROBE: The PCMC asserts EADS # to indicate to the Pentium
processor that a valid snoop address has been driven onto the CPU address lines to
perform an inquire cycle. During PCI master cycles, the PCMC signals the LBXs to drive a
snoop address onio the host address lines and then asserts EADS # to cause the CPU to
sample the snoop address.

INV out | INVALIDATE: The INV signal specifies the final state (invalid or shared) that a first level
cache line transiticns 1o in the event of a cache line hit during a snoop cycle. When
snooping the cachas during a PCl master write, the PCMC asserts INV with EADS #.
When INV is asserted with EADS #, an inquire hit results in the line being invalidated.
When snooping tha caches during a PCI master read, the PCMC does not assert INV with
EADS #. In this case, an inquire cycle hit resuits in a line transitioning to the shared state.

BOFF# | out [ BACKOFF: The PiCMC asserts BOFF # to force the Pentium processor to abort all
outstanding bus c¢ycles that have not been completed and float its bus in the next clock.
The PCMC uses this signal to force the CPU to re-order a write-back due to a snoop cycle
around a currently outstanding bus cycle. The PCMC also asserts BOFF # to obtain the
CPU data bus for write-back cycles from the secondary cache due to a snoop hit. The
CPU remains in bus hold until BOFF # is negated.

HITM # in HIT MODIFIED: The Fentium processor asserts HITM # to inform the PCMC that the
current inquire cycle hit a modified line. HITM # is asserted by the Pentium processor two
clocks after the assertion of EADS # if the inquire cycle hits a modified line in the primary
cache.
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Signal

Type

Description

M/IO#
D/C#
W/R#

in

BUS CYCLE DEFINITION (MEMORY/INPUT-OUTPUT, DATA/CONTROL, WRITE/
READ): M/10, 3/C # and W/R # define Host Bus cycles as shown in the table below.

M/I0# D/C# W/R# BusCycle Type

Low Low Low Interrupt Acknowtedge
Low Low High Special Cycle

Low High Low 1/0 Read

Low High High 1/0 Write

High Low Low Code Read

High Low High Reserved

High High  Low Memory Read

High High High Memory Write

Interrupt acknowledge cycles are forwarded to the PCl Bus as PCl interrupt
acknowledge cvcles (i.e. C/BE[3:0]# = 0000 during the address phase). All 1/O cycles
and any memory cycles that are not directed to memory controlled by the PCMC DRAM
controller are fcrwarded to PCI. The Pentium processor generates six different types of
special cycles. The special cycle type is encoded on the BE[7:0] # lines.

HLOCK #

HOST BUS LOCK: The Pentium processor asserts HLOCK # to indicate the current bus
cycle is locked. HLOCK # is asserted in the first clock of the first locked bus cycle and is
negated after the BRDY # is returned for the last locked bus cycle. The Pentium
processor guarintees HLOCK # to be negated for at least one clock between back-to-
back locked operations. When a CPU locked cycle is directed to main memory, the
PCMC gusrantees that once the locked operation begins in main memory, the CPU has
exclusive access to main memory (i.e., PCl master accesses to main memory will not be
initiated until the: CPUJ locked operation completes). When a CPU locked cycle is
directed to PCt, the PCMC arbitrates for PLOCK # (PCI LOCK #) before initiating the
cycle on PCI, except when the cycle is to the memory range defined by the Frame
Buffer Range Ragister and the No Lock Requests bit in that register is setto 1.

CACHE #

CACHEABILITY: The Pentium processor asserts CACHE # to indicate the internal
cacheability of & read cycle or that a write cycle is a burst write-back cycle. If the CPU
drives CACHE # inactive during a read cycle, the returned data is not cached,
regardless of the state of KEN#. The CPU asserts CACHE # for cacheable data reads,
cacheable code fetches, and cache line write-backs. CACHE # is driven along with the
cycle definition iins.

KEN #

out

CACHE ENABLE: The PCMC asserts KEN# to indicate to the CPU that the current
cycle is cacheatile. KEN # is asserted for all accesses to memory ranges 0-512-KBytes
and 1024-KBytes to the top of main memory controlled by the PCMC when the Primary
Cache Enable b tis set to 1, except in the following case: KEN # is not asserted for
accesses {o the top 54-KByte of main memory controlled by the PCMC when the
SMAAM Enable bit in the DRAM Control Register (Offset 57h) is set to 1 and the area is
not write protected. f the area is write protected and cacheable, KEN # is asserted for
code read vycles, but is not asserted during data read cycte. KEN # is asserted for any
CPU access within the range of 512-KBytes—1024-KBytes if the corresponding Cache
Enable bit in the PAM[6:0] Registers (offsets 58h—5Fh) is set to 1. When the Pentium
processor indicztes that the current read cycle can be cached by asserting CACHE #
and the PCMC rasponds with KEN #, the cycle is converted into a burst cache line fill.
The CPU sample's KEN # with the first of either BRDY # or NA#.
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Signal Type Description

SMIACT # in SYSTEM MANAGEMENT INTERRUPT ACTIVE: The Pentium processor asserts
SMIACT # to indicate that the processor is operating in System Management Mode
(SMM). When the SMAAM Enable bit in the DRAM Control Register (offset 57h} is set
to 1, the PCMC allows CPU accesses SMRAM as permitted by the SMRAM Space
Register at configuration space offset 72h.

PEN# out | PARITY ENABLE: The PEN# signal, along with the MCE bit in CR4 of the Pentium
processor, determines whether a machine check exception will be taken by the CPU as
a result of a parity error on a read cycle. The PCMC asserts PEN # during DRAM read
cycles if the MCHK on DRAM/L2 Cache Data Parity Error Enable bit in the Error
Command Register (offset 70h) is set to 1. The PCMC asserts PEN # during CPU
second level cache rzad cycles if the MCHK on DRAM/L2 Cache Data Parity Error 1
Enable and the L2 Cache Parity Enable bits in the Error Command Register (offset 70h)

are both setto 1.

PCHK # in DATA PARITY CHECK: PCHK # is sampied by the PCMC to detect parity errors on
CPU read cycles from main memory if the Parity Error Mask Enable bit in the DRAM
Control Register :offset 57h) is reset to 0. PCHK # is sampled by the PCMC to detect
parity errors on CPU read cycles from the second level cache if the L2 Cache Parity
Enabile bit in the Error Command Register (oftset 70h) is set to 1. If incorrect parity was
detected on a data read, the PCHK # signal is asserted by the Pentium processor two
clocks after BRDY # is returned. PCHK # is asserted for one clock for each clock in
which a parity error was detected.
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2.2 DRAM Interface

Signal

Type

Description

RAS[5:0] #

out

ROW ADDRESS STROBES: The RAS[5:0] # signals are used to latch the row
address on the MA[10:0] lines into the DRAMs. Each RAS{5:0] # signal corresponds
to one DRAM row. The 82434L.X PCMC supports up to 6 rows in the DRAM array.
Each row is eight bytes wide. These signals drive the RAS # lines of the DRAM array

RAS[7:6] #

out

directly, without external buffers.

ROW ADDRESS STROBES: The 82434NX supports up 1o eight rows of DRAM.
RAS([7:6] # are used w latch the row address on the MA[11:0] lines

CAS[7:0] #

out

COLUMN ADDRESS STROBES: The CAS[7:0] # signals are used to latch the
column address on the MA[10:0] lines into the DRAMSs. Each CAS[7:0] # signal
corresponds to one byte of the eight byte-wide array. These signals drive the CAS #
lines of the DRAM array directly, without external buffers. In a minimum configuration,
each CAS[7:0] # line only has one SIMM load, while the maximum configuration has 6
SIMM loads.

WE #

out

DRAM WRITE ENABLE: WE # is asserted during both CPU and PCI master writes to
main memory. During burst writes to main memory, WE # is asserted before the first
assertion of CAS[7:0] # and is negated with the last CAS[7:0] #. The WE # signal is
externally buffered to drive the WE # inputs on the DRAMs.

MA[10:0]

out

DRAM MULTIPLEXED ADDRESS: MA[10:0] provide the row and column address to
the DRAM array. The 824341 X uses MA[10:0] for the complete DRAM address bus.
The MA[10:0] lines are externally buffered to drive the multiplexed address lines of
the DRAM array.

MA11

out

DRAM MULTIPLEXED ADDRESS: MA11 provides the exira addressability for the
18M x 36 SIMMs that are supported by the 82434NX. MA[41:0] provide the row and
column address 1o the DRAM array. Like MA[10:0], MA11 is extérnally buffered to
drive the multiplexed address lines of the DRAM array.
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2.3 Cache Interface L
Signat Type Description

CALE out | CACHE ADDRESS LATCH ENABLE: CALE controls the external latch between the
host address lines and the cache address lines. CALE is asserted to open the
external latch, al-owing the host address lines to propagate to the cache address
lines. CALE i negated to latch the cache address lines.

CADS[1:0]#. | out | This signal pin has two functions, depending on the type of SRAMs used for the
CR/WI1:0] # second level cache.

CACHE ADDRESS STROBE: CADS[1:0] # are used with burst SRAMs. When
asserted, CADS| 1:0] # cause the burst SRAMSs to latch the cache address on the
rising edge of HCLK. CADS[1:0] # are glitch-free synchronous signals. CADS[1:0] #
functionality is selected by the SRAM type bit in the Secondary Cache Control
Register. Tw copies of this signal are provided for timing reasons only.

CACHE READ/WRITE: CR/W # provide read/write control to the second level
cache when using asynchronous dual-byte select SRAMs. This functionality is
selected by the SRAM Type and Cache Byte Control Bits in the Secondary Cache
Control Register The two copies of this signal are always driven to the same logic
level.

CADVI[1:0]#, | out | Thissignal pin has two functions. The Cache Chip Select function is only enabled
cCsl1:0l# when the SRAM connectivity bit (bit 2) in the SCC Register is set to 1.

CACHE ADVANCE: CADV[1:0] # are used with burst SRAMs to advance the
internal two bLit address counter inside the SRAMSs to the next address of the burst
sequence. Two copies of this signal are provided for timing reasons only. The two
copies are always driven to the same logic level.

CACHE CHIP SELECT: CCS{1:0}# are used with asynchronous SRAMS to de-
select tha SRAMSs, placing them ina low power standby mode. When the CPU runs
a halt or stop grant special cycle, the 82434NX negates CCS[1:0] #, placing the
sacond level cache in & power saving mode. The PCMC then asserts CCS[1:0]#
{(activating the SRAMs) when the CPU asserts ADS# .-

When using burst SRAMs, only CCS1.:# implements the CCS# function. CADVO#
retains the address advance function. CCS1 # serve two purposes with burst
SRAMSs: 1) it is-used (along with CADSI1:0] #)} fo place the SRAMSs in a low power
standby mode. When the CPU runs.a halt or stop grant special cycle, the 82434NX
negates COS1# and asserts CADS[1:01# for one ¢lock, placing the SRAMs in a
power saving mode. The PCMC then asserts CCS1# so that the next ADS# from
the CPU places the SRAMs in an active mode. 2) CCS1# is used to block pipelined
cycles from the SHAMs when the SRAMSs are sarvicing a cycle. After NA# is
assertad, the PCMC negates CCB1# preventing the SRAMs from sampling a new
address. CCS1+# is asseriad again when the SRAMs have completed the current

cycle. L
CAA[6:3] out | CACHE ADI'RESS [6:3]: CAA[6:3] and CAB[6:3] are connected to address lines
CABI6:3] A[3:0] on the second level cache SRAMs. CAA[4:3] and CAB[4:3] are used with

standar 1 SR AMs to advance through the burst sequence. CAA[6:5] and CAB[6:5]
are usei dur:ng second level cache write-back cycles to address the modified lines
within the adyresised sector. Two copies of these signals are provided for timing
reasons only The two copies are always driven to the same logic leval.
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Signal Type

L]
intal.
Description

COE[1:0} # out

CACHE OUTPUT ENABLE: COE[1:0] # are asserted when data is to be read from
the second level cache and are negated at all other times. Two copies of this signal
are provided for timing reasons only. The two copies are always driven to the same
logic level.

CWEI[7:0]#, | out
CBS[7:0] #

This signal pin has two functions, depending on the type of SRAMs used for the
second level cache.

CACHE WRITE ENABLES: CWE[7:0] # are asserted to write data to the second
level cache SRAMs on a byte-by-byte basis. CWE7 # controls the most significant
byte while CWEO # controls the least significant byte. These signals are cache write
enables when using burst SRAMs (SRAM Type bit in SCC Register is 1) or when
using asynchronous SRAMs (SRAM Type bit in SCC Register is 0) and the Cache
Byte Control Bitis 1.

CACHE BYTE SELECTS: The CBS[7:0] # lines provide byte control to the
secondary cache when using dual-byte select asynchronous SRAMs. These signals
are Cache Byte select lines when the SRAM Type and Cache Byte Control Bits in the
SCC Register are both 0.

2.4 PCI Interface

Signal Type

Description

C/BE[3:0]# | t/s

PCI BUS COMMAND AND BYTE ENABLES: C/BE[3:0] # are driven by the current
bus master during the address phase of a PCI cycle to define the PCl command, and
during the data phase as the PCI byte enables. The PCI commands indicate the
current cycle type, and the PCI byte enables indicate which byte lanes carry
meaningful data. C/BE[3:0] # are outputs of the PCMC during CPU cycles that are
directed to PCI. C/BE[3:0] # are inputs when the PCMC acts as a slave. The
command encodings and types are listed below.

C/BE[3:0]# Command

00co Interrupt Acknowledge
0001 Special Cycle

0010 /0 Read

0011 170 Write

01C0 Reserved

o1c1 Reserved

0110 Memory Read

0111 Memory Write

1000 Reserved

1001 Reserved

1010 Configuration Read
1011 Configuration Write
1109 Memory Read Multiple
1101 Reserved

111D Memory Read Line
1111 Memory Write and Invalidate
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Signal

Type

Description

FRAME #

s/t/s

CYCLE FRAME: FRAME # is driven by the current bus master to indicate the
beginning and duration of an access. FRAME # is asserted to indicate that a bus
transaction is beginning. While FRAME # is asserted, data transfers continue. When
FRAME # is negated, the transaction is in the final data phase. FRAME # is an output
of the PCMC during CPU cycles which are directed to PCL. FRAME # is an input to the
PCMC when the PCMC acts as a slave.

IRDY #

s/t/s

INITIATOR READY: The assertion of IRDY # indicates the current bus master’s ability
to complete the current data phase. IRDY # works in conjunction with TRDY # to
indicate when data has been transferred. On PCl, data is transferred on each clock
that both IRDY # and TRDY # are asserted. During read cycles, IRDY # is used to
indicate that the master is prepared to accept data. During write cycles, IRDY # is used
to indicate that the master has driven valid data on the AD{31:0] lines. Wait states are
inserted until both IRDY # and TRDY # are asserted together. IRDY # is an output of
the PCMC when the PCMC is the PCI master. IRDY # is an input to the PCMC when
the PCMC acts as a slave.

TRDY #

s/t/s

TARGET READY: TRDY # indicates the target device's ability to complete the current
data phase of the transaction. It is used in conjunction with IRDY #. A data phase is
completed on each clock that TRDY # and IRDY # are both sampled asserted. During
read cycles, TRDY # indicates that valid data is present on AD[31:0] lines. During write
cycles, TRDY # indicates the target is prepared to accept data. Wait states are
inserted on the bus until both IRDY # and TRDY # are asserted together. TRDY # is an
output of the PCMC when the PCMC is the PCl slave. TRDY # is an input to the PCMC
when the PCMC is a master.

DEVSEL#

s/t/s

DEVICE SELECT: When asserted, DEVSEL # indicates that the driving device has
decoded its address as the target of the current access. DEVSEL # is an output of the
PCMC when PCMC is a PCl slave and is derived from the MEMCS # input. MEMCS #
is generated by the expansion bus bridge as a decode to the main memory address
space. During CPU-to-PCl cycles, DEVSEL # is an input. It is used to determine if any
device has responded to the current bus cycle, and to detect a target abort cycle.
Master-Abort termination results if no subtractive decode agent exists in the system,
and no one asserts DEVSEL # within a programmed number of clocks.

STOP #

s/t/s

STOP: STOP # indicates that the current target is requesting the master to stop the
current transaction. This signal is used in conjunction with DEVSEL # to indicate
disconnect, target-abort, and retry cycles. When PCMC is acting as a master on PCI, if
STOP # is sampled active on a rising edge of PCLKIN, FRAME # is negated within a
maximum of 3 clock cycles. STOP# may be asserted by the PCMC in three cases. If a
PCI master attempts to access main memory when another PCI master has locked
main memory, the PCMC asserts STOP # to signal retry. The PCMC detects this
condition when sampling FRAME # and LOCK # both active during an address phase.
When a PCI master is reading from main memory, the PCMC asserts STOP # when the
burst cycle is about to cross a cache line boundary. When a PCI master is writing to
main memory, the PCMG asserts STOP # upon filling sither of the two PCl-to-main
memory posted write buffers. Once asserted, STOP # remains asserted until FRAME #
is negated.
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Signal Type Description

PLOCK # s/t/s | PCI LOCK: IPLOCK # is used to indicate an atomic operation that may require
multiple transactions to complete. PCl provides a mechanism referred to as
“resource lock’ in which only the target of the PCI transaction is locked. The
assertion of GNT # on PCl does not guarantee control of the PLOCK # signal.
Control of PILOCK # is obtained under its own protocol. When the PCMC is the PCI
slave, PLOCK # 1s sampled as an input on the rising edge of PCLKIN when FRAME #
is sampled active. If PLOCK # is sampled asserted, the PCMC enters into a locked
state and reimains in the locked state until PLOCK # is sampled negated on a
following rising edge of PCLKIN, when FRAME # is sampled asserted.

REQ# out | REQUEST: The PCMC asserts REQ# to indicate to the PCl bus arbiter that the
PCMC is requesting use of the PCl Bus in response to a CPU cycle directed to PCI.

GNT# in GRANT: When asserted, GNT # indicates that access to the PCi Bus has been
granted to the PCMC by the PCI Bus arbiter.

MEMCS # in MAIN MEMORY CHIP SELECT: When asserted, MEMCS # indicates to the PCMC

that a PCI master cycle is targeting main memory. MEMCS # is generated by the
expansion bus bridge. MEMCS # is sampled by the PCMC on the rising edge of
PCLKIN on tne first and second cycle after FRAME # has been asserted.

FLSHREQ# in FLUSH REQUEST: When asserted, FLSHREQ# instructs the PCMC to flush the
CPU-to-PCI posted write buffer in the LBXs and to disable further posting to this
buffer as long as FLSHREQ# remains active. The PCMC acknowledges completion
of the CPU-to-PCl write buffer flush operation by asserting MEMACK #. MEMACK #
remains asserted until FLSHREQ# is negated. FLSHREQ # is driven by the
expansion bus bridge and is used to avoid deadiock conditions on the PCI Bus.

MEMREQ # in | MEMORY REQUEST: When asserted, MEMREQ # instructs the PCMC to flush the
CPU-to-PCl and CPU-to-rnain memory posted write buffers and to disable posting in
these buffers as long as MEMREQ # is active. The PCMC acknowledges completion
of the flush cperations by asserting MEMACK #. MEMACK # remains asserted until
MEMREQ# s negated. MEMREQ # is driven by the expansion bus bridge.

MEMACK # out | MEMORY ACKNOWLEDGE: When asserted, MEMACK # indicates the complstion
of the operations requested by an active FLSHREQ# and/or MEMREQ#.

PAR t/’s | PARITY: PAHA is an even parity bit across the AD[31:0] and C/BE[3:0] # lines. Parity
is generated on all PC! transactions. As a master, the PCMC generates even parity
on CPU writes to PC, based on the PPOUT[1:0] inputs from the LBXs. During CPU
read cycles from PCl, the PCMC checks parity by checking the value sampled on the
PAR input with the PPOUT[1:0] inputs from the LBXs. As a slave, the PCMC
generates even parity on PAR, based on the PPOUT[1:0] inputs during PCI master
reads from main memory. During PCI master writes to main memory, the PCMC
checks parity by checking the value sampled on PAR with the PPOUT[1:0] inputs.
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Signal | Type

Description

PERR# | s/t/s

PARITY ERROR: PERR # may be pulsed by any agent that detects a parity error during
an address phase, or by the master or the selected target during any data phase in which
the AD lines are inputs. The PERR # signal is enabled when the PERR # on Receiving
Data Parity Error bit in the Error Command Register (offset 70h) and the Parity Error
Enable bit in the PClI Command Register (offset 04h) are both set to 1.

When enabled, CFU-to-PCl write data is checked for parity errors by sampling the

PERR # signal twc PCI clocks after data is driven. Also, when enabled, PERR # is
asserted by the PCMC when it detects a data parity error on CPU read data from PCl and
PCI master write data to main memory. PERR # is neither sampled nor driven by the
PCMC when either the PERR # on Receiving Data Parity Error bit in the Error Command
Register or the Parity Error Enable bit in the PCI Command Register is reset to 0.

SERR# | o/d

SYSTEM ERROR: SERR # may be pulsed by any agent for reporting errors other than
parity. SERR # is asserted by the PCMC whenever a serious system error {not
necessarily a PCIl error) occurs. The intent is to have the PCI central agent (for exampile,
the expansion bus bridge) assert NMI to the processor. Control over the SERR # signal is
provided via the Error Command Register (offset 70h) when the Parity Error Enable bit in
the PCl Command Register (offset 04h) is set to 1. When the SERR # DRAM/L2 Cache
Data Parity Error bit is set to 1, SERR # is asserted upon detecting a parity error on CPU
read cycles from DRAM. If the L2 Cache Parity bit is also setto 1, SERR # will be
asserted upon detecting a parity error on CPU read cycles from the second level cache.
The Pentium processor indicates these parity errors to the PCMC via the PCHK # signal.
When the SERR # on PCl Address Parity Error bit is set to 1, the PCMC asserts SERR # if
a parity error is detacted during the address phase of a PC! master cycle.

When the SERR # on Recseived PCI Data Parity bit is set to 1, the PCMC asserts SERR #
if a parity error is dstected on PCI during a CPU read from PCI. During CPU to PCI write
cycles, when the SERR # on Transmitted PCI Data Parity Error bit is set to 1, the PCMC
asserts SERR # in response to sampling PERR # active. When the SERR # on Received
Target Abort bit is set to 1, the PCMC asserts SERR # when the PCMC receives a target
abort on a PCMC initiated PCI cycle. If the Parity Error Enable bit in the PCI Command
Register is reset to 0, SERR # is disabled and is never asserted by the PCMC.
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2.5 LBX Interface

intgl.

Signal

Type

Description

HIG[4:0]

out

HOST INTERFACE GROUP: HIG[4:0] are outputs of the PCMC used to control the
LBX HA (Host Address) and HD (Host Data) buses. Commands driven on HIG[4:0]
cause the host data and/or address lines to be either driven or latched by the LBXs.
See the 82433LX (LBX) Local Bus Accelerator Data Sheet for a listing of the
HIG[4:0] commands.

MIG[2:0]

out

MEMORY INTERFACE GROUP: MIG[2:0] are outputs of the PCMC and control the
LBX MD (Memory Data) bus. Commands driven on the MIG[2:0] lines cause the
memory data lines to be either driven or latched by the LBXs. See the 82433LX (LBX)
Local Bus Accelerator Data Sheet for a listing of the MIG[2:0] commands.

MDLE

out

MEMORY DATA LATCH ENABLE: During CPU reads from main memory, MDLE is
used to control the latching of memory read data on the CPU data bus. MDLE is
negated as CAS[7:0] # are negated to close the latch between the memory data bus
and the host data bus. During CPU reads from main memory, the PCMC closes the
memory data to host data latch in the LBXs as BRDY # is asserted and opens the
latch after the CPU has sampled the data.

PIG[3:0}

out

PCI INTERFACE GROUP: PIG[3:0] are outputs of the PCMC used tc control the LBX
AD (PCI Address/Data) bus. Commands driven on the PIG[3:0] lines cause the AD
lines to be either driven or latched. See the 82433LX (LBX) Local Bus Accelerator
Data Sheet for a listing of the PIG[3:0] commands.

DRVPCI

out

DRIVE PCI: DRVPCI acts as an output enable for the LBX AD lines. When sampled
asserted, the LBXs begin driving the PCI AD lines. When negated, the AD lines on
the LBXs are tri-stated. The LBX AD lines are tri-stated asynchronously from the
falling edge of DRVPCI.

EOL

END OF LINE: EOL is asserted by the low order LBX when a PCI master read or
write transaction is about to overrun a cache line boundary. EOL has an internal pull-
up resistor inside the PCMC. The low order LBX EOL signal connects to this PCMC
input. The high order LBX EOL signal is connected to ground through an external
pull-down resistor.

PPOUT(1:0}

PCI PARITY OUT: These signals reflect the parity of the 32 AD lines driven from or
latched in the: LBXs, depending on the command driven on PIG[3:0]. The PPOUTO
pin has a weak internal pull-down resistor. The PPOUT1 pin has a weak internal pull-
up resistor.

2.6 Reset And Clock

Signal

Typ

e Description

HCLKOSC

in

HOST CL.OCK OSCILLATOR: The HCLKOSC input is driven externally by a
crystal oscillator. The PCMC generates six copies of HCLK from HCLKOSC
(HCLKA- HCLKF). During power-up, HCIL.KOSC must stabilize for 1 ms before
PWROK s asserted. If an external clock driver is used to clock the CPU, PCMC,
LBXs and second level cache SRAMs instead of the HCLKA~HCLKF outputs,
HC1L.KOSC must be tied either high or low.

HCLKA-HCLKF

out | HOST CL.OCK OUTPUTS: HCLKA--HCLKF are six low skew copies of the host

clock. Thase outputs eliminate the need for an external low skew clock driver.
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Signal Type Description

HCLKIN in HOST CLOCK INPUT: All timing on the host, DRAM and second level cache interfaces
is based on HCLKIN -If an external clock driver is used to clock the CPU, PCMC, LBXs
and second level cache SRAMs, the externally generated clock must be connected to
HCLKIN. During power-up HCLKIN must stabilize for 1 ms before PWROK is asserted.

CPURST out { CPUHARD RESET: The CPURST pin is asserted in response to one of two conditions.

Powerup

82434LX: During pcwerup the 824341 X asserts CPURST when PWROK is negated.
When PWROK is asserted, the 82434LX first ensures that it has been initialized before
negating CPURST.

Software

CPURST is also asserted when the System Hard Reset Enable bit in the Turbo-Reset
Control Register (I/© address 0CF9h) is set to 1 and the Reset CPU bit toggles from 0
to 1 (82434LX and 82434NX). CPURST is driven synchronously to the rising edge of
HCLKIN.

INIT out | INITIALIZATION: INIT is asserted in response to any one of two conditions. When the
System Hard Reset [:nable bit in the Turbo-Reset Control Register is reset to 0 and the
Reset CPU bit taggles from 0 to 1, the PCMC initiates a soft reset by asserting INIT.
The PCMC also initiates a soft reset by asserting INIT in response to a shutdown
special cycle. In both cases, INIT is asserted for a minimum of 2 Host clocks.

PWROK in POWER OK: When asserted, PWROK is an indication to the PCMC that power and
HCLKIN have stabilized for at least 1 ms. PWROK can be driven asynchronously.

82434LX: When PWROK is negated, the 82434LX asserts both CPURST and
PCIRST #. When PWROK is driven high, the 824341 X ensures that it is initialized
_before negating CPURST and PCIRST #.

434NX negates CPURST and asserts
xmmx asserts CPURST for 2 ms.

PCLKOUT | out PCI CLOCK OUTPUT PCLKOUT is mtemally generated by a Phase Locked Loop
(PLL) that divides the frequency of HCLKIN by 2. This output must be buffered

externally to gererate multiple copies of the PCI Clock. One of the copies must be
connected to the PCLKIN pin.
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Signal Type Description

PCLKIN in PC1 CLOCK INPUT: An internal PLL locks PCLKIN in phase with HCLKIN. All timing on
the PCMC PCl interface is referenced to the PCLKIN input. All output signals on the PCI
interface are driven from PCLKIN rising edges and all input signals on the PCl interface
are sampled on PCLKIN rising edges.

PCIRST# | out | PCIRESET: PCIRST # is asserted to initiate hard reset on PCI. PCIRST # is asserted in
response to on: of two conditions.

Power-up

During power-up the PCMC asserts PCIRST # when PWROK is negated.

82434LX: When PWROK is asserted the PCMC will first ensure that it has been
initialized before negating PCIRST #.
82434NX: When PWROK is negated,
then negates PCIRST # | ms af
Software

PCIRST # is also asserted when the System Hard Reset Enable bit in the Turbo/Reset

Control Register is set to 1 and the Reset CPU bit toggles from 0 to 1 (82434LX and
82434NX). PCIRST # is driven asynchronously

TESTEN in TEST ENABLE: TESTEN must be tied low for normal system operation.

3.0 REGISTER DESCRIPTION

The 82434LX/82434NX PCMC contains two sets of software accessible registers. These registers are ac-
cessed via the Host CPU 1/0 address space. The PCMC also contains a set of configuration registers that
reside in PCt configuration space and are used to specify PCI configuration, DRAM configuration, cache
configuration, operating parameters and optional system features (see Section 3.2, PCI Configuration Space
Mapped Registers). The PCMC internal registers (both 1/0 Mapped and Configuration registers) are only
accessible by the Host CPU and cannot be accessed by PCl masters. The registers can be accessed as Byte,
Word (16-bit), or Dword (32-bit) quaritities. All multi-byte numeric fields use “little-endian’* ordering (i.e., lower
addresses contain the least significant parts of the field).

Some of the PCMC registers described in this section contain reserved bits. These bits are labeled “R’.
Software must deal correctly with fie:ds that are reserved. On reads, software must use appropriate masks to
extract the defined bits and not rely on reserved bits being any particular valus. On writes, software must
ensure that the values of reserved hit positions are preserved. That is, the values of reserved bit positions
must first be read, merged with the new values for other bit positions and then written back.

In addition to reserved bits within a register, the PCMC contains address focations in the PCI configuration
space that are marked “Reserved” (Table 1). The PCMC responds to accesses to these address locations by
completing the Host cycle. When a -eserved register location is read, 0000h is returned. Writes to reserved
registers have no affect on the PCMZ.

Upon receiving a hard reset via the PWROK signal, the PCMC sets its internal configuration registers to
predetermined default states. The default state represents the minimum functionality feature set required to
successfully bring up the system. Hence, it does not represent the optimal system configuration. It is the
responsibility of the system initialization software (usually BIOS) to properly determine the DRAM configura-
tions, cache configuration, operating parameters and optional system features that are applicable, and to
program the PCMC registers accordingly
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The following nomenclature is used fo- access attributes.
RO  Read Only. If a register is read oniy, writes to this register have no effact.
R/W Read/Write. A register with this attribute can be read and written.

R/WC Read/Write Clear. A register bit with this attribute can be read and written. However, a write of a 1
clears (sets to 0) the corresponding bit and a write of a 0 has no effect.

3.1 /O Mapped Registers

The 82434LX PCMC contains three registers that reside in the CPU 1/0 address space—the Configuration
Space Enable (CSE) Register, the Turbo-Reset Control (TRC) Register and the Forward (FORW) Register.
These registers can not reside in PCI configuration space because of the special functions they perform. The
CSE Register enables/disables the configuration space and, hence, can not reside in that space. The TRC
Register enables/disables deturbo mode which effectively slows the processor to accommodate software
programs that rely on the slow speed of PC/XT systems to time certain events. The FORW Register deter-
Tines which of the possible hierarchical PCl Buses a cycle is directed. The 82434LX uses mechanism #2 for
accessing PCI configuration space.

(ﬁ “‘ ) ; i3 57 i £ &
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31.1 CONFADD—CONFIGURATION ADDRESS REQISTER

I/Q Address: OCF8h Accessed as a Dword
Default Value:  000000C0OH

Access: wama
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3.1.2 CSE—CONFIGURATION SPACE ENABLE REGISTER

/O Address: OCF8h
Default Value: 00h
Attribute: Read/Write
Size: 8 bits

The CSE Register enables/disables configuration space access and provides access to specific functions
within a PCI agent. The register is Iccated in the CPU 1/0 address space. The PCMC, as a Host/PCl Bridge,
supports multi-function devices on the PCI Bus. The function number permits individual configuration spaces
for up to eight functions within an agent. The register is located in the CPU 1/0 address space.

Bit Description

7:4 | KEY FIELD (KEY)—R/W: This field is used only when the PCl Mechanism Control Register (PMC)
: indicates Configuration Access Mechanism 2 is to be used. When the key field is programmed to Oh,
the PCI configuration space is disabled. When the key field is programmed to a non-zero value, all
CPU accesses to CnXXh (where n is a non zero value) are forwarded to PCI as configuration space
accesses. Additionally, when the key field is programmed to a non-zero value, all CPU accesses to
COXXh are intercepted by the PCMC and directed to a PCMC internal register.

3:1 | FUNCTION NUMBER (FN)—R/W: For multi-function devices, this field selects a particular function
within a PCI device. During a configuration cycle, bits[3:1] become part of the PCI Bus address and
correspond to AD([10:8].

o RESERVED
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3.1.3 TRC—TURBO-RESET CONTROL REGISTER

1/0 Address: 0CF8h
Default Value: 00h
Attribute: Read/Write
Size: 8 bits

“"he TRC Register is an 8-bit read. write register that selects turbo/deturbo mode of the CPU, initiates PCI Bus
and CPU reset cycles, and initiates tha CPU Built In Self Test (BIST). TRC is located in CPU |/O address
space.

Bit Description

_ 7:3 | RESERVED 1

2 RESET CPU (RCPU)—R/W: RC-U s used to initiate a hard reset or soft reset to the CPU. During a
hard reset, the PCMC asserts CFURST and PCIRST #. The PCMC initiates a hard reset when this
register is programmed for a hard reset or when the PWROK signal is asserted. During a soft reset, the
PCMC asserts INIT. The PCMC initiates a soft reset when this register is programmed for a soft reset
and in response to a shutdown sjyecial cycle.

Note that a hard reset initializes the entire system and invalidates the CPU cache. A soft reset
initializes only the CPU. The contents of the CPU cache are unaffected.

This bit is used in conjunction witn bit 1 of this register. Bit 1 must be set up prior to writing a 1 to this
register. Thus, two write operations are required to initiate a reset using this bit. The first write
operation programs bit 1 to the appropriate state while setting this bit to 0. The second write operation
keeps bit 1 at the programmed state (1 or 0) while setting this bit to a 1. When RCPU transitions from a
Oto a1, ahardresetis initiated it bit 1 = 1 and a soft reset is initiated if bit 1 =0.

1 SYSTEM HARD RESET ENABLE (SHRE)~R/W: This bit is used in conjunction with bit 2 of this
register to initiate either a hard or soft reset. When SHRE = 1, the PCMC initiates a hard reset to the
CPU when bit 2 transitions from 0 to 1. When SHRE = 0, the PCMC initiates a soft reset when bit 2
transitions from O to 1.

0 DETURBO MODE (DM)—R/W: "his bit enables and disables deturbo mode. When DM = 1, the PCMC
is in the deturbo mode. In this mcde, the PCMC periodically asserts the AHOLD signal to slow down
the effective speed of the CPU. The AHOLD duty cycle is programmable through the Deturbo
Frequency Control (DFC) Register. When DM =0, the deturbo mode is disabled.

Deturbo mode can be used to maintaun backward compatibility with older software packages that rely
on the operating speed of older processors. For accurate speed emulation, caching should be
disabled. If caching is disabled during runtime, the following steps should be performed to make sure
that modified lines have been flushed from the cache to main memory before entering deturbo mode.
Disable the primary cache via the PCE bit in the HCS Register. This prevents the KEN # signal from
being asserted, which prevents any further first and second level cache line fills. At this point, software :
executes the WBINVD instructior: to flush the caches, and then sets DM to 1. When exiting the deturbo
mode, the system software must first set DM to 0, then enable first and second level caching by writing
to the HCS Register.
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3.1.4 FORW—FORWARD REGISTER

1/0 Address: OCFAh
Default Value: 00h
Attribute: Read/Write
Size: 8 Bits

This 8-bit register specifies which FCI Bus configuration space is enabled in a multiple PCI Bus configuration.
The default value for the FORW Register enables the configuration space of the PCl Bus connected to the
PCMC.

Bit Description ‘1

7:0 | FORWARD BUS NUMBER--R/W: When this register value is 00h, the configuration space of the PCI
Bus connected to the PCMC is enabled and the PCMC initiates a type 0 configuration cycle. If the
value of this register is not 0Ch, the PCMC initiates a type 1 configuration cycle to forward the cycle
(via one or more PCI/PClI Bridges) to the PC! Bus specified by the contents of this register. For non-
zero values, bits[7:0] are mapped to AD[23:16], respectively.

3.1.5 PMC—-PCH uzcmamu moa imﬁ?ﬁﬂ

mmmmm: INDOY
#1bit 31 of CONFADD s 1 any
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3.2 PCI Configuration Space Mapped Registers

The PCI Bus defines a slot based “configuration space” that allows each device to contain up to 256 8-bit
configuration registers. The PCI specification defines two bus cycles to access the PCI configuration space—
Configuration Read and Configuration Write. While memory and /O spaces are supported by the Pentium
processor, configuration spacs is not supported. For PCI configuratior space access, the PCMC translates the
Pentium processor 1/0 cycles into PCt configuration cycles. Table 1 shows the PCMC configuration space.

Table 1. PCMC Configuration Space

Ag:':;s Zzﬂfg{ Register Name Access

00-01h VID " | Vendor Icentification RO

02-03h DID T Device Identification RO

04-05h PCICMD Command Register R/W

06-07h PCISTS Status Register RO, R/WC

oBn | TR | Revision identification RO

09h RLPI Register-Level Programming Interface RO

0Ah SCCO | Sub-Ciass Code RO

0Bh BCCD Base Class Code RO

0Ch — Reserved —

0Dh MLT | Master Latency Timer o R/W

OEh — ] Reserved —

OFh BIST |  BIST Register - RO
Reserved

59-5Fh

PAM[6:0]

Programmable Attribute Map (7 Registers)

] DRB[5:0]

DRAM Row Boundary (6 Registers)

68-6Bh _ DRAM Row |
6C-6Fh _— Reserved —
70h ERRCMD B Error Command R/W
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Table 1. PCMC Configuration Space (Continued)
Address Register .
Offset Symb ol Register Name
T m ERRSTS ErorStatus RIW
72h SMRS SMRAM Space Control R/W
73-77h - Reserved —
78-79h MSG Memory Space Gap R/W
7A-7B Reserved —
7C-7Fh FBF Frame Bufter Range R/W
BO-FFh - Reserved —
NOTE:

Shaded rows indicate register difference s between the 824341.X and 82434NX devices. For non-shaded rows, the registers
are the same for the two devices.

3.2.1 CONFIGURATION SPACE ACCESS MECHANISM

The 82434LX supports Configuration Space Access Mechanism # 2 and the 82434NX supports both configu-

ration space access mechanisms

1 &and #2. The mechanism is selected via the PCAMS bit in the PMC

Register. The bus cycles used to arcess PCMC internal configuration registers are described in Section 7.0,

PCI Interface.

3.2.1.1 Access Mechanism # 1:

For configuration access mechaniam #1, the 82434NX PCMC uses the CONFADD and

tars. Note that while the CONFADD and PMC Ragistawckmmmmo
 only by & Dword read or write to CF8h. This allow

mw;%mmmmm@w \
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®
31 24 23 16 15 11 10 8 7 210
‘ i Reg.
CONFADD 1 Reserved Device Function
Register 0 Number Number Index XX
z "-' —
| PClAddress Only Cne Reserved Function Reg. 00
AD[31:0) Number index
n 16 15 11 10 8 7 210
200479-5

Figure 4. Mechanism # 1 Type 0 Configuration Address to PCI Address Mapping

Type 1 Access

I¥ the BUSNUM field of the CONIFADL Register is non-zero, a Type 1 configuration cycle is performed on the
PCI Bus. CONFADDI[23:2] are mappe-1 directly to AD[23:2] (Figure ). AD[1:0] are driven to 01 to indicate a

Type 1 Configuration cycle. All other tnes are driven to 0.

3N 24 23 16 15 11 10 8 7 210
CONFADD Bus Device |Function| Reg.
1 Reserved XX
Register Number Number |Number| Index
PCl Address o Bus Device Function Reg. 01
AD{31:0] Number Number Number Index
3N 24 23 16 15 1 10 8 7 210
200479-6

Figure 5. Mechanism # 1 Type 1 Configuration Address to PCI Address Mapping

3.2.1.2 Access Mechanism #2

The 824341 X/82434NX PCMC uses th:e C3E and Forward Registers for configuration access mechanism #2.
When PCI configuration space is enatied via the CSE Register, the PCMC maps PCI configuration space into
4-KBytes of CPU 1/0 space. Each PC' device has its own 256-Byte configuration space. When configuration
space is enabled, CPU accesses to 1/:D locations CXXXh are translated into configuration space accesses. In
this mode, the PCMC translates ail 1/C cycies in the C100h-CFFFh range into configuration cycles on the PCI
Bus. /0 accesses within the C00Oh -CCFFh range are intercepted by the PCMC and are directed to the
PCMC interna! configuration registers. Thase cycles are not forwarded to the PCI Bus.

When configuration space access 1s disablad, CPU accesses to 1/0 locations CXXXh are forwarded to the PCI
Bus 1/0 space. CPU cycles to |/0 loc:ations other than CXXXh are unaffected by whether the configuration
mode is enabled or disabled. Thase cscles are always treated as ordinary 1/0 cycles by the PCMC.
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Type 0 Access

If the Forward Register contains 00h a Type 0 configuration access is generated on the PCI Bus (Figure 6). For
type O configuration cycles, AD[1:0]=00. Host CPU address bits A[7:2] are not translated and become
AD[7:2] on the PCI Bus. AD[7:2] select one of the 256 8-bit 1/0 locations in the PCI configuration space. The
FUNCTION NUMBER field from the CSE Register (CSE[3:1]) is driven on AD[10:8]. Host CPU address bits
A[11:8] are mapped to an IDSEL input for each of the 16 possible PCI devices. The IDSEL input for each PCI
device must be hard-wired to one ot the AD[31:16] signals on the PCI Bus. AD16 is reserved for the PCMC.
When CPU address A[11:8] =Fh, PGt address bits A31 =1 and A[30:16] = 00h. Other devices on the PCl Bus
should not use AD16. Note that when A[11:8]==0h, an access to the PCMC internal registers occurs and the
cycle is not torwarded to the PCI Bus.

15 121 87 2
CPU Address 1100 Device Reg.
A[15:2], BE[7:0]# Number Index
PCl Address Only One 1 0 Function|  Reg. 00
AD[31:0] Number Index
n 16 15 1 10 87 210
290479-7 J

Figure 6. Mechanism # 2 Type 0 Host-to-PCI Address Mapping
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Type 1 Access

82434LX/82434NX

If the Forward Register is non-zero a Type 1 configuration access is generated on PCl. For type 1 configuration
cycles, AD[1:0]=01. AD[10:2] are generated the same as for the type 0 configuration cycle. Host CPU
address bits A[11:8] contain the specific device number and are mapped to AD[14:11]. AD[23:16] contain the
Bus Number of the PCI Bus that is to be accessed and corresponds to the Forward Address Register bits

[7:0].

During a Type 1 configuration access AD[1:0] =01 (Figure 7). The Register Index and Function Number are
mapped to the AD lines the same way in Type 1 configuration access as in a Type 0 configuration access.
CPU address bits A[11:8] are mapped directly to PCI lines AD[14:11] as the Device Number. The contents of
the Forward Register are mapped to AD[23:16] to form the Bus Number,

PCi Address
AD[31:0]

CPU Address
A[15:2), BE[7:0]#

15 12 11

87

1100

Bus
Number

Reg.
Index

0 Bus °
Number

Device
Number

Function
Number

Reg.
Index

3

24 23 16 15

14 1 10

8 7

2

10

290479-8

Figure 7. Mechanism #2 Type 1 Host-to-PCi Address Mapping
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3.2.2 VID—VENDOR IDENTIFICATION REGISTER
Address Offset: 00-01h

Default Value: 8086h
Attribute: Read Only
Size: 16 bits

The VID Register contains the vendor identification number. This 16-bit register combined with the Device
Identification Register uniquely identify any PCl device. Writes to this register have no effect.

Bits Description

15:0 | VENDOR IDENTIFICATION NUMBER: This is a 16-hit value assigned to Intel.

3.2.3 DID—DEVICE IDENTIFICATION REGISTER
Address Offset: 02-03h

Default Value: 04A3h
Attribute: Read Only
Size: 16 bits

This 16-bit register combined with the: Vendor Identification Register uniquely identifies any PCI device. Writas
to this register have no effect.

Bits Description

15:0 | DEVICE IDENTIFICATION NUMBER: This is a 16 bit value assigned to the PCMC.
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3.2.4 PCICMD—PCI COMMAND REGISTER
Address Offset: 04-05h

Default: 06h
Attribute: Read/Write
Size: 16 bits

This 16-bit register provides basic control over the PCMC's ability to respond to PCI cycles. The PCICMD
Register enables and disables the SERR # signal, the parity error signal (PERR #), PCMC response to PCi
special cycles, and enables and disables PCl master accesses to main memory.

Bits Description
15:9 | RESERVED o 1
8 SERR # ENABLE (SERRE): SERRE enables/disables the SERR # signal. When SERRE =1 and

PERRE =1, SERR # is asserted if the PCMC detects a PCl Bus address/data parity error, or main
memory (DRAM) or cache parity error, and the corresponding errors are enabled in the Error-
Command Register. When SERRE = 1 and bit 7 in the Error Command Register is set to 1, the PCMC
asserts SERR # when it detects a target abort on a PCMC-initiated PCl cycle. When SERRE =0,
SERR# is never asserted.

RESERVED o

PARITY ERROR ENABLE (PERRE): PERRE controls the PCMC's response to PCl parity errors. This
bit is a master enable for bit 3 of the ERRCMD Register. PERRE works in conjunction with the
SERRE bit to enable SERR # assertion when the PCMC detects a PCl bus parity error, or a main
memory or cache parity error

5:3 | RESERVED

2 BUS MASTER ENABLE (BME): "he PCMC does not support disabling of its bus master capability on
the PCI Bus. This bit is always set to 1, permitting the PCMC to function as a PCI Bus master. Writes
to this bit position have no affect.

(DRAM). When MAE =: 1, the PCMC permits PCl masters to access main memory if the MEMCS #
signal is asserted. When MAE = 0, the PCMC doss not respond to PCI master main memory
accesses (MEMCS # asserted).

0 1/0 ACCESS ENABLE (IOAE): The PCMC does not respond to PCI I/0 cycles, hence this command
is not supported. PCl master access to /0 space on the Host Bus is always disabled.
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3.2.5 PCISTS—PCI STATUS REGISTER

Address Offset:
Default Value:
Attribute:

Size:

06-07h

40h

Read Only Read/Write Clear
16 bits

PCISTS is a 16-bit status register trat reports the occurrence of a PCI master abort, PCl target abort, and
DRAM or cache parity error. PCISTS also indicates the DEVSEL# timing that has been set by the PCMC
hardware. Bits[15:12] are read/write clear and bits[10:9] are read oniy.

Bits

Attribute

Description

t5

RESERVED

14

R/WC

SIGNALED SYSTEM ERROR (SSE): When the PCMC asserts the SERR # signal, this bit
is also set to 1. Software sets SSE to 0 by writing a 1 to this bit.

13

R/WC

RECEIVED MASTER ABORT STATUS (RMAS): When the PCMC terminates a Host-to-
PCI transaction (PCMC is a PCl master), which is not a special cycle, with a master abort,
this bit is set to 1. Software resets this bit to 0 by writing a 1 to it.

R/WGC

RECEIVED TARGET ABORT STATUS (RTAS): When a PCMC-initiated PCI transaction
is terminated with a target abort, RTAS is set to 1. The PCMC also asserts SERR # if the
SERR # Target Abort bit in the ERRCMD Register is 1. Software resets RTAS to 0 by
writinga 1 to it.

RESERVED

RO

DEVSEL # TIMING (DEVT): This 2-bit fisld indicates the timing of the DEVSEL # signal
when the PCMC responds as a target. The PCI specification defines three allowable
timings for assertion of DEVSEL #: 00 = fast, 01 = medium, and 10=slow (DEVT =11 is
reserved). DEVT indicates the slowest time that a device asserts DEVSEL # for any bus
command, excep! configuration read and write cycles. Note that these two bits determine
the slowest time that the PCMC asserts DEVSEL #. However, the PCMC can also assert
DEVSEL # irt mecium time.

The PCMC asserts DEVSEL # in response to sampling MEMCS # asserted. The PCMC |
samples MEMCS # one and two clocks after FRAME # is asserted. If MEMCS # is [
asserted one PCI :lock after FRAME # is asserted, then the PCMC responds with
DEVSEL# in slow time.

R/WC

DATA PARITY DETECTED (DPD): This bit is set to 1 when all of the following conditions
are met: 1). The POMC asserted PERR # or sampled PERR # asserted. 2). The PCMC
was the bus inaster for the operation in which the error occurred. 3). The PERRE bit in
the Command Reuister 1s set to 1. Software resets DPD to 0 by writing a 1 to it.

7:0

RESERVED
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3.2.6 RID—REVISION IDENTIFICATION REGISTER

Address Offset: 08h
Detault Value: 03h for A-3 Stepping (82434LX)

Q1h for A-1 S_tepp@ng (824341,_)()

, 10h for A~0 Stapping (82434NX)
: : S 4 th for A1 Stepping (B2434MNX5
Attribute: Read Only
Size: 8 bits

This register contains the revision nurnber of the PCMC. These bits are read only and writes to this register
have no effact. For the A-2 Stepping of the 82434LX, this value is 03h.

For the A-1 Stapping of the 82434NX, this value is 1th.

Bits

Description

7:0

REVISION IDENTIFICATION NUMBER: This is an 8-bit value that indicates the revision identification
number for the PCMC.

3.2.7 RLPI—REGISTER-LEVEL PRCGRAMMING INTERFACE REGISTER
Address Offset: 09h

Default Value: 00h
Attribute: Read Only
Size: 8 bits

This register defines the PCMC as having no definad register-level programming interface.

Bits

Description

7:0

REGISTER-LEVEL PROGRAMMING INTERFACE (RLPI): Trie value of 00h defines the PCMC as
having no defined register-leve! programming interface.

3.2.8 SUBC—SUB-CLASS CODE REGISTER
Address Offset: OAh

Default Value 00h
Attribute: Read Only
Size: 8 bits

Bits

Description

7:0

SUB-CLASS CODE (SC(EE)_:‘ The value of this register is 00h defining the PCMC as host bridge.
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3.2.9 BASEC—BASE CLASS CODE REGISTER
Address Offset: 0Bh

Default Value: 06h
Attribute: Read Only
Size: 8 bits

This register defines the PCMC as a bridge device.

Bits Description
7:0 | BASE CLASS CODE (BCCD): The value in this register is 06h defining the PCMC as bridge device.

3.2.10 MLT—MASTER LATENCY TIMER REGISTER
Address Offset: oDh

Default Value: 20h
Attribute: Read/Write
Size: 8 bits

MLT is an 8-bit register that controls the amount of time the PCMC, as a bus master, can burst data on the PCI
Bus. MLT is used when the PCMC becomes the PCI Bus master and is cleared and suspended when the
PCMC is not asserting FRAME #. When the PCMC asserts FRAME #, the counter is enabled and begins
counting. If the PCMC finishes its transaction before the count expires, the MLT count is ignored. If the count
expires before the transaction completes, the PCMC initiates a transaction termination as soon as its GNT# is
removed. The number of clocks programmed in the MLT represents the guaranteed time slice (measured in
PCI clocks) allotted to the PCMC, after which it must surrender the bus as soon as its GNT # is taken away.
The number of ciocks in the Master Latency Timer is the count value field multiplied by 16.

Bits Description

7:4 | MASTER LATENCY TIMER COUNT VALUE: If GNT # is negated after the burst cycle is initiated, the
PCMG limits the duration of the burst cycle to the number of PC! Bus clocks specified by this field
multiplied by 16.

3:0 | RESERVED

3.2.11 BIST—BIST REGISTER
Address Offset: OFh

Default Value: Oh
Attribute: Read Only
Size: 8 bits
The BIST function is not supported by the PCMC. Writes to this register have no affect.
Bits | Attribute Description
7 RO BIST SUPPORTED: This read only bit is always set to 0, disabling the BIST function.
Writes to this bit position have no affect.
6 RW START BIST: This function is not supported and writes have no affect.
5:4 RESERVED
3:0 RO COMPLETION CODE: This read only field always returns 0 when read and writes have
no affect.
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3.2.12 HCS—HOST CPU SELECTION REGISTER

Address Offset:
Default Value:

Access:

Size:

82434LX/82434NX

50h

82h (82434L.X)

AZh (83434NX)
Read/Write, Read Only
8 bits

The HCS Register is used to specify the Host CPU type and speed. This 8-bit register is also used to enable
and disable the first level cache.

Bits

Access

Description

7:5

RO

HOST CPU TYPE (HC'I-"): This field defines the Host CPU type.

82434LX
These bits are hardwired to 100 which selects the Pentium processor. All other
combinations are reserved,

RESERVED

R/W

FIRST LEVEL CACHE ENABLE {FLCE): FLCE enables and disables the first level cache.
When FLCE = 1, the PCMC responds to CPU cycles with KEN # asserted for cacheable
memory cycles. When FLLCE =0, KEN # is always regated. This prevents new cache line
fills to either the first level or second level caches.

1:0

R/W

HOST OPERATING FREQUENCY (HOF): The DRAM refresh rate is adjusted according to
the frequency selected by this field. For the 82434L X, only bit O is used and bit 1 is
reserved.

82434LX

Bit 1 is reserved. If it 0 is 1, the 82434LX supports a 66 MHz CPU. If bit 0 is 0, the
82434LX supports & 60 MHz CPU.

coad
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3.2.13 DFC—DETURBO FREQUENCY CONTROL REGISTER
Address Offset: 51h

Default Value: 80h
Attribute: Read/Write
Size: 8 bits

Some software packages rely on t1e operating speed of the processor to time certain system events. To
maintain backward compatibility witr these software packages, the PCMC provides a mechanism to emulate a
slower operating speed. This emuiation is achieved with the PCMC’s deturbo mode. The deturbo mode 1s
enabled and disabled via the DM bit in the Turbo-Reset Control Register. When the deturbo mode is enabled,
the PCMC periodically asserts AHCLD to slow down the effective speed of the CPU. The duty cycle of the
AHOLD active period is controiled ty the DFC Register.

Bits Description

7:6 | DETURBO MODE FREQUENCY ADJUSTMENT VALUE: This 8-bit value effectively defines the duty
cycle of the AHOLD signal. DFC[7:6] are programmable and DFC[5:0] are 0. The value programmed
into this register is comparec against a free running 8-bit counter running at 14 the CPU clock. When
the counter is greater than the value specified in this register, AHOLD is asserted. AHOLD is negated
when the counter value is equal to or smaller than the contents of this register. AHOLD is negated
when the counter rolls over t> 00h. The deturbo emulation speed is directly proportional to the value
in this register. Smaller values in this register yield slower deturbo emulation speed. The value of 00h
is reserved.

|50 | RESERVED

3.2.14 SCC—SECONDARY CACHE CONTROL REGISTER

Address Offset: 52h

Default Value: SSS01R10 (82434L.X)
S8801010 {82434NX)
(S = Strapping option)

Attribute: Read/Write

Size: 8 bits

This 8-bit register defines the secondary cache operations. The SCC Register enables and disables the
second level cache, adjusts cache size, selects the cache write policy, and defines the cache SRAM type.
After hard reset, SCC[7:5] contain the opposite of the signal levels sampled on the Host address lines
A[31:29].

Bits Description

7:6 | SECONDARY CACHE SIZE (SC5): This field defines the size of the second level cache. The values
sampled on the A[31:30! lines at the rising edge of the PWROK signal are inverted and stored in this
field.

Bits[7:6] Secondary Cache Size
00 Cache not popuiated
01 Reserved
10 256-KBytes
11 512-KBytes
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Bits Description

5 SRAM TYPE (SRAMT): This bit selects between standard SRAMs or burst SRAMS to implement the
second level cache. When SRAMT =0, standard SRAMs are selected. When SRAMT = 1, burst
SRAMs are selected. This bit reflects the signal level on the A29 pin at the rising edge of the PWROK
signa:. This value can be overwritten with subsequent writes to the SCC Register.

4 82434LX: SECONDARY CACHE ALLOCATION (SCA): SCA controls when the PCMC performs line:
fills in the second level cache When SCA is set to 0, only CPU reads of cacheable main memory with
CACHE # asserted are cached in the second level cache. When SCA is set to 1, all CPU reads of
cacheable main memory are cached in the second level cache.

3 CACHE BYTE CONTROL (CBC): When programmed for asynchronous SRAMs, this bit defines
whether the cache uses individual write enables per byte or has a single write enable and byte select
lines per byte. When CBC is set to 1, write enable control is used. When CBC is set to 0, byte select
control is used.

2 82434LX: RESERVED

82434NX: SRAM CONNECTIVITY m&c This wm&w connectivities for the second
tevel cache. When SRAMC is set 10 0, the second level cache is in | ) t&& mm and all
connecttonsbemmammﬁﬂ 8

When asynchronous SRAMs are used,
GGSB' # are. Mvﬂm mr :

CCS[H}}#( activa 5 e
thisbitio 1 Wmmm t funm
latichispresent. .

1 82434L.X: SECONDARY CACHE WHITE POLICY (SCWP): SCWP selects between wnte-back and
write-through cache policies for the second level cache. When SCWP = 0 and the second level cache
is enabled (bit 0= 1), the second level cache is configured for write-through mode. When SCWP = 1
and the second level cache is enabled (bit 0= 1), the second level cache is configured for write-back

mode .
emmx.mvg&smmm, ode is ot supported. The secondary cache |
&mmmm o ot mwww

0 SECONDARY CACHE ENABLE (SCE): SCE enables and disables the secondary cache. When
SCE =1, the secondary cache is enabled. When SCE = 0, the secondary cache is disabled. When the
secondary cache is disabled, the PCMC forwards all main memory cycles to the DRAM interface.
Note that setting this bit to 0 does not affect existing valid cache lines. If a cache line contains
modified data, the data is not written back to memory. Valid lines in the cache remain valid. When the
secondary cache is disabled. the CWE[7:0] # lines remain negated. COE[1:0] # may still toggle.

When system software disables secondary caching through this register during run-time, the software
should first flush the second iavel cache. This process is accomplished by first disabling first level
caching via the PCE bit in the HCS Register. This prevents the KEN# signal from being asserted,
which disables any further line fills. At this point, software executes the WBINVD instruction to flush
the caches. When the instruction completes, bit O of this register can be reset to 0, disabling the
secondary cache. The first level cache can then be enabled by writing the PCE bit in the HCS
Register.
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3.2.15 HBC—HOST READ/WRITE BUFFER CONTROL

Address Offset: 53h

Default Value: 00h
Attribute: Read/Writs
Size: 8 bits

The HBC Register enables and disavles Host-to-main memory and Host-to-PCl posting of write cycles. When
posting is enabled, the write buffers :n the LBX devices post the data that is destined for either main memory
or PCI. This register also permits a CPli-to-main memory read cycle to be performed before any pending
posted write data is written to memcry.

Bits

Description

7:4

RESERVED -

3

READ-AROUND-WRITE ENABLE (RAWCM): If enabled. the PCMC, during a CPU read cycle to
memory where posted write « ycles are pencling, internally snoops the write buffers. If the address of
the read differs from the: postad write addresses, the PCMC initiates the memory read cycle ahead of
the pending posted memory write. When RAWCM = 0, the pending posted write is written to memory
before the memory read is performed. When RAWCM = 1, the PCMC initiates the memory read ahead
of the pending posted memory writes.

RESERVED ] )

HOST-TO-PCI POSTING ENABLE (HPPE): This bit enables’disabies the posting of Host-to-PCl
write data in the LBX posting auffers. When HPPE = 1, up to 4 Dwords of data can be posted to PCI.
HPPE =0 is reserved. Buffering is disabled and each CPU write does not complete until the PCI
transaction completes (TRDY # is asserted).

CPU can post a single write or burst write (4
will still allow posting of CPU-to-main memory w

82434LX: HOST-TO-MEMORY POSTING ENABLE (HMPE). This bit enables/disables the posting of
Host-to-main memory write data ir the LBX buffers. When HMPE = 1, the CPU can post a single write

or a burst write (4 Qwords). T-1e CPU burst write completes al 4-1-1-1 when the second level cache is

in write-back mode and at 3-1-1-1 when the second level cache is either disabled or in write-through
mode. When HMPE := 0, Host :0-rmain memcry posting is disabled and the CPU write cycles do not
complete until the data s writ-en s memory.

82434NX: RESERVED: Fmtneazmuxmwwgg enabied and thi
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3.2.16 PBC—PCI READ/WRITE BUFFER CONTROL REGISTER

Address Offset: 54h

Default Value: 00h
Attribute: Read/Write:
Size: 8 bits

The PBC Register enables and disables PCi-to-main memory write posting and permits single CPU-to-PCI
writes to be assembled into PCI burst cyrles.

Bits

Description

7:3

RESERVED e

2

LLBXs CONNECTED TO TRDY #: The TRDY # pin on the LBXs can be connected either to the PCI
TRDY # signal or to ground. The cycle time for CPU-to-PCI writes is improved if TRDY # is connected
to the LBXs. Since there are two LBXs used in a system, connecting this signal to the LBXs increases
the electrical loading of TRDY # by two loads. When the LBXs are externally hard-wired to TRDY #,
this bit should be set to 1. Note that this should be done prior to the first Host-to-PCl write or data
corruption will occur. Setting this bit to 1 enables the capability of CPU-tc-PCl writes at 2-1-1-1 . . .
(PCI clocks). When this bit is D, the LBXs are not connected to TRDY # and CPU-to-PCl writes are
completed at 2-2-2-2 .. timing.

PCI BURST WRITE ENABLE (PBWE): This bit enables and disables PCI Burst memory write cycies
for back-to-back sequential CPU memory write cycles to PCI When PBWE is set to 1, PC! burst
writes are enabled. When PBWE is reset to 0, PCl burst writes are disabled and each single CPU write
to PCl invokes a single PCl write cycle (each cycle has an associated FRAME # sequence).

PCI-TO-MEMORY POSTING ENABLE (PMPE): This bit enables and disables posting of PCl-to-
memory write cycles. The posting occurs in a pair of four Dword-deep buffers in the LBXs. When
PMPE is set to 1, these buffers are used to post PCl-to-main memory write data. When PMPE is reset
to 0, PCI write transactions tc main memory are limited to single transfers. The PCMC asserts
STOP # with the first TRDY # to disconnect the PCl Master.
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3.2.17 DRAMC—DRAM CONTROL REGISTER
Address Offset: 57h

Default Value: 31h
Attribute: Read/Writa
Size: 8 bits

This 8-bit register controls main mertory DRAM operating modes and features.

Bits

Description

RSN .

7.6

82434

: RESERVED

xmmmmmmmweéwammmwst
MWMNC@%MWMW

PARITY ERROR MASK (PERRM): When PEHRM =1, parity errors generated during DRAM read
cycles initiated by either the CPU request or a PCl Master are masked. This bit affects bits 0 and 1 of
the Error Command Register and the ability of the PCMC to respond to PCHK # and assert SERR #
when a DRAM parity error ocuurs. When PERRM is reset to 0, parity errors are not masked.

0-ACTIVE RAS # MODE: This bit determines if the DRAM page for a particular row remains open (i.e.
RAS # remains asserted after a DRAM cycle) enabling the possibility that the next DRAM access may
be either a page hit, a page miss, or a row miss. The DRAM interface is then in 1-active RAS # mode.
If this bit is reset to 0, RAS # remains asserted after a DRAM cycle. If this bit is setto 1, RAS# is
negated after every DRAM cyzle, resulting in a row miss for every DRAM cycle. The DRAM interface
is then in O-active RAS # moge.

SMRAM ENABLE (SMRE): W hen SMRE - 1, CPU accesses lo SMM space are qualified with the
SMIACT # pin of the CPU. Th:z louation of tlms space is determined by the SBS field of the SMRAM
Register. Read and write cycl:s te SMM space function normally if SMIACT # is asserted. If
SMIACT # is negated when ac.cessing this space, the cycle is forwarded to PCl. When SMRE =0,
accesses to SMM space are t-eated normally and SMIACT # has no effect. SMRE must be setto 1 to
enable the use of the SMRAN Requster at cenfiguration space offset 72h

BURST OF FOUR REFRESH (BFR) When BFR is set to 1, refreshes are performed in sets of four, at
a frequency 1, of the normal rzfresh rate. The PCMC defers riafreshes to idle times, if possible. When
BFR is reset to 0, single \efrec nes occur at 15.6 us refresh rare.

82434LX: REFRESH TYPE (FT): When RT =1, the PCMC uses CAS #-before-RAS # timing to
refresh the DRAM array. For tius rafresh type, tha PCMC does not supply refresh addresses. When
RT =0, RAS# Only refresh is use: and the PCMC drives refresh addresses on the MA[10:0] lines

RAS # only refresh can te use-d with any type of second level cache: configuration (i.e., no second
level cache is present, or either a nurst SRAM or standard SRAM second level cache is
implemented). CAS # -belore-1:AS # refresh should not be use¢-d when a standard SRAM second level
cache is implemented.

82434NX: REFRESH YYPE (RT): In addition 10 above, when RT = 0, RAS# only refresh is used and
the PCMC drives refrash addrasses on the MA[11:0] lines. Also, CAS #-before-RAS # refresh can be
used with a standrad SRAM second level cache.

REFRESH ENABLE (RE): Wh=n RE is set to 1, the main memory array is refreshed as configured via
bits 1 and 2 of this register. WHen RE is reset to 0, DRAM refre:sh is disabled. Note that disabling
refresh results in the loss of Di «Ah‘ data
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3.2.18 DRAMT—DRAM TIMING RE!ISTER
Address Offse:t: 58h

Default Value 00h
Attribute: Read/Write
Size: 8 bits

For the 82434LX, this register contro s the leadoff latency for CPU DRAM accesses.

For the B2434NX, this register provides additional control over DRAM timings. Oné additional wait-state can
be independently added before the assertion of RAS#, the assertion of the first CAS#, or-both, 'E‘hia is to
allow fore flexibility in the layout of the motherboard sind in the selection of DRAM speed grades.

Bits Description 1
7:2 | RESERVED

1 | 82434LX: RESERVED

82434NX: RAS # WAIT-STATE (RWS): When RWS = 1, one additional wmt state will be inserted
before RAS# is asserted for row misses or page misses in 1-Active RAS mode and a cydes lﬁ ‘
D-Active RAS mode. This provides additional MA[11:0] setup time to RAS # assertion.

0 CAS# WAIT-STATE (CWS): ¥hen CWS = 1, one additional wait state will be inserted before the first
assertion of CAS# withir a burst rycle. There is no additional delay between CAS # assertions. This
provides additional MA[11:0] setui: time to CAS# assertion. “he CWS bit is typically reset to O for

60 MHz operation and set to 1 for 6 MHz operation,

3.2.19 PAM—PROGRAMMABL.Z ATTRIBUTE MAP REGISTERS (PAM(6:0])

Address Offset: 59-5Fh
Default Value PAMO = OF!:, PA A[1 3] =00h
Attribute: Read/Write

The PCMC allows programmable meniory and cacheability attributes on 14 memory segments of various sizes
in the 512 KByte-1 MByte addrass rangz. Seven Programmable Atiribute Map (PAM) Registers are used to
support these features. Three bits ar: usad to specify cacheability and memory attributes for each memory
segment. These attributes are:

RE: Read Enable. When RE 1, tr & CHU read accesses to the ccrresponding memory segment are direct-
ed to main memory. Conversely when RE =0, the CPU read accesses are directed to PCI.

WE: Write Enable. When Wt =1, the CPU write accesses to the corresponding memory segment are
directe'd to main memory Conversely, whern WE =0, the CPU write accesses are directed to PCI.

CE: Cache Enable. When CE - 1, the rorresponding memory segment is cacheable. CE must not be set to
1 wher: RE is reset to 0 f: r any particular memory segment. When CE =1 and WE = 0, the correspond-
ing memory segment is cache:t ir the first and second level caches only on CPU coded read cycles.

The RE and WE attributes permit a r amiry segment to be Read Only, Write Only, Read/Write, or disabled.

FFor example, if a memory segment has RE == 1 and WE == 0, the segment is Read Only. The characteristics for
memory segments with these read/w ite attributes are described in Table 2.
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Table 2. Attribute Definition
Read/Write Definition
Attribute o
Read Only Read cycles: CPU cy::les are serviced by the DRAM in a normal manner.

Write cycles: CPU initiated write cycles are ignored by the DRAM interface as well as the
cache. Instead, the cycles are passed to PCI for termination.

Areas marked as Read Only are cacheable for Code accesses only. These regions may be
cached in the second level cache, however as noted above, writes are forwarded to PCI,
effectively write protecting the data.

Write Only

Read cycles: All read cycles are ignored by the DRAM interface as well as the second leve!
cache. CPU-initiated read cycles are passed onto PC! for termination. The write only state
can be used while copying the contents of a ROM, accessible on PCI, to main memory for
shadowing, as in the zase of BIOS shadowing.

Write cycles: CPU write cycles are serviced by the DRAM and cache in a normal manner.

Read/Write

This is the normal operating mode of main memory. Both read and write cycles from the CPU
and PCI are serviced by the DRAM and cache interface.

Disabled

All read and write cycles to this area are ignored by the DRAM and cache interface. These
cycles are forwarded to PCI for termination.

Each PAM Register controls two reg.ons. typically 16-KByte in size. Each of these regions have a 4-bit field.
The four bits that control each regior: have the same encoding and are defined in Table 3.

Table 3. Attribute Bit Assignment

Bits([7,3] Bits[6,2] Bits [5,1] Bits[4,0] Descriotion
Reserved ;| Cache Enable | Write Enable | Read Enable ptio
X )_ 0 DRAM Disabled, Accesses Directed to PCI
X 0 b} 1 Read Only, DRAM Write Protected, Non-
Cacheable
X 1 ) 1 Read Only, DRAM Write Protected,
Cacheable for Code Accesses Only
X 1 0 Write Only
. X ~ 1 Reaa/Write, Non-Cacheable
! X 1 ! 1 Reao/Write, Cacheable
NOTE:

To enable PCl master access to the DRAM aduress space from CO000h to FFFFFh the MEMCS # configuration registers of
the ISA or EISA bridge must be properly ¢ »nfigured. These registers must cotrespond to the PAM Registers in the PCMC.

As an example, consider a BIOS tha: is implemented on the expansion bus. During the initialization process

the BIOS can

be shadowed in main memury to increase the system performance. When a BIOS is shadowed

in main memory, it should be copied ti the: same address location. To shadow the BIOS, the attributes for that
address range should be set to write only The BIOS is shadowed Ly first doing a read of that address. This
read is forwarded to the expansion bus. The CPU then does a write of the same address, which is directed to

main memory

After the BIOS is shadowed, the attributes for that memory area are set to read only so that all

writes are forwarded to the expansion bus
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Table 4. PAM Registers and Associated Memory Segments

PAM Reg Attribute Bits Memory Segment Comments Offse-?
PAMOI3:0] | R CE | wE RE | 080000h-O9FFFFh | 512K-640K 59h
pAMO(7:4] | R CE WE RE | OF0000h-OFFFFFh | BIOS Area 59h
PAMI[30] | R cE | wE RE | 0COO0OK-OC3FFFh | ISA Add-on BIOS | 5Ah
PAMi[7:4] | R CE | we RE | 0C4000h-OC7FFFh | ISA Add-on BIOS | 5Ah
PAM2(30] | R CE | we RE | 0CB000h-OCBFFFh | ISA Add-on BIOS | 58Bh
PAM2[7:4]1| R CE | WE RE | 0CCO00h—-OCFFFFh | ISA Add-on BIOS | 5Bh
PAM3I30] | R CE | we RE | 0DO0OOh-OD3FFFh | ISA Add-on BIOS | 5Ch
PAM3[7:4] | R CE | wE RE | 0D4000h-OD7FFFh | ISA Add-on BIOS | 5Ch
PAM4I30]l | R CE | wE RE | 0DBOOOh-ODBFFFh | ISA Add-on BIOS | 5Dh
PAMA[7:4] | R CE | we RE | 0DCOOOh-ODFFFFh | ISA Add-on BIOS | 50h
PAMSI301| R cE | we RE | OE0000h-OE3FFFh | BIOS Extension | 5Eh
PAMS[7:4] | R cE | we RE | 0E4000n-OE7FFFh | BIOS Extension | SEh
PAMEI30] | R CE | WE RE | OE8000h-OEBFFFh | BIOS Extension | SFh
pAMBI7:4] | R cE | we RE_| OECOD0h-OEFFFFh | BIOS Extension | 5Fn

DOS Application Area (00000h-9FF~h)

The 640-KByte DOS application area s split into two regions. The first region is 0-512-KByte and the second
ragion is 512-640 KByte. Read. write and cacheability attributes are always enabled and are not programma-
bie for the 0-512 KByte region

Video Buffer Area (A0000h-BFFFFt:)

This 128-KByte area is not controlled oy altribute bits. CPU-initiated cycles in this region are always forwarded
w0 PCI for termination. This area is nct cacheable.

Expansion Area (C0000h-DFFFFh)

This 128-KByte area is divided into wight 16-KByte segments. Each segment can be assigned one of four
Read/Write states: read-only, write-cnly, read/write, or disabled Memory that is disabled is not remapped.
Cacheability status can also be specified for each segment.

Extended System BIOS Area (E0000h-£FFFFh)

This 64-KByte area is divided mto four 16-KByte segments. Each segment can be assigned independent
cacheability, read, and write attributes. Memory segments that are disabled are not remapped elsewhere.
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System BIOS Area (FO000h-FFFFFh)

This area is a single 64-KByte segment. This segment can be assigned cacheability, read, and write attributes.
When disabled, this segment is not remapped.

Extended Memory Area (100000h-FFFFFFFFh)

The extended memory area can be split into several parts:

» Flash BIOS area from 4 GByte tc 4 GByte-512-KByte (aliased on ISA at 16 MBytes-15.5 MBytes)
* DRAM Memory from 1 MByte to a maximum of 192 MBytes

¢ PCI Memory space from the top of DRAM to 4 GByte - 512-KByte

* Memory Space Gap between the range of 1 MByte up to 15.5 MBytes

* Frame Buffer Range mapped into PCt Memory Space or the Memory Space Gap.

On power-up or reset the CPU vectcrs to the Flash BIOS area, mapped in the range of 4 GByte to 4 GByte -
512-KByte. This area is physically mapped on the expansion bus. Since these addresses are in the upper
4 GByte range, the request is directad to PCI.

The DRAM memory space can occuny extended memory from a minimum of 2 MBytes up to 192 MBytes. This
memory is cacheable.

The address space on PCl between the Flash BIOS (4 GByte to 4 GByte - 512 KByte) and the top of DRAM
(including any remapped memory) may he occupied by PCI memory. This rnemory space is not cacheable.
3.2.20 DRB-—-DRAM ROW BOUNDARY REGISTERS

Address Offset: 60-65h (824341.X)

80~67h (82434NX)
Default Value: 02h
Attribute: Read/Writa
Size: 8 bits

Note the address offset for each DRB Register is DRBO=60h, DRB1=61h, DRB2=62h, DRB3=63h,
DRB4 = 64h, DRB5 = 65h, DRB6==63h, and DRB7 =67h.

3.2.20.1 82434LX Description

The PCMC supports 6 rows of DRAM. Each row is 64 bits wide. The DRAM Row Boundary Registers define
upper and lower addresses for each DRAM row. Contents of these 8-bit registers represent the boundary
addresses in MBytes.

DRBO = Total amount of memory in row 0 (in MBytes)

DRB1 = Total amount of memory in row 0 + row 1 (in MBytes)

DRB2 = Total amount of memory in row 0 + row 1 + row 2 (in MBytes)

DRB3 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 (in MBytes)

DRB4 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 + row 4 (in MBytes)

DRB5 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 + row 4 + row 5 (in MBytes)

The DRAM array can be configured with 256K x 36, 1M x 36 and 4M x 36 SIMMs. Each register defines an
address range that will cause a particular RAS # line to be asserted (e.g. if the first DRAM row is 2 MBytes in
size then accesses within the 0 MByte-2 MBytes range will cause RAS0# to be asserted). The DRAM Row
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Boundary (DRB) Registers are programmed with an 8-bit upper address limit value. This upper address limit is
sompared to A[27:20] of the Host adcress bus, for each row, to determine if DRAM is being targeted. Since
this value is 8 bits and the resolution is 1 MByte, the total bits compared span a 256 MByte space. However.
only 192 MBytes of main memory is supported.

i Bits Description

} 7:0 | ROW BOUNDARY ADDRESS IN MBYTES: This 8-bit value is compared against address lines
1 A[27:20] to determine the upper address limit of a particular row, i.e. DRB — previous DRB = row
size.

Row Boundary Address in MBytes

These 8-bit values represent the upper address limits of the six rows (i.e., this row - previous row = row size). 1
Unpopulated rows have a value equal to the previous row (row size = 0). The value programmed into DRB5
reflects the maximum amount of DRAM in the system. Memory remapped at the top of DRAM, as a result of
setting the Memory Space Gap Registar, is not reflected in the DRB Registers. The top of memory is always
determined by the value written into DRB5 added to the memory space gap size (if enabled).

As an example of a general purpcse cc nfiguration where 3 physical rows are configured for either single-sided
or double-sided SIMMs, the memory array would be configured like the one shown in Figure 8. In this configu-
-ation, the PCMC drives two RAS # signals directly to the SIMM rows. if single-sided SIMMSs are populated, the
aven RAS # signal is used and th2 odc RAS # is not connected. If double-sided SIMMs are used, both RAS #
signals are used.

—_— ----| DRB7 82434NX
RAS7# —p| SIMM-7 Back SIMM-6 Back ) DRBSG Only }
RAS6# —¥ SIMM-7 “ront SIMM-6 Front
DRB5
RAS5# —p SIMM-5 Back SIMM-4 Back DRBa
RAS4# —P| SIMM-5 Front SIMM-4 Front
— -..| DRB3
RAS3# SIMM-3 Back SIMM-2 Back
e TR A | SHMZ Back -. | DRB2
RAS2# —p| SiMM-3 Front SIMM-2 Front
P — -- | DRAB1
RAS1# IMM-1 K
> _Sy — B_a_c' — __sﬂmiaa_‘i‘ —1.. | DRBO
RASO# —P SIMM-1 Front SIMM-0 Front

LTI 11

CAS7# | CAS5# | CAS3# | CASt#

CAS6# CASa#  CAS2# CASo#
290479-9

Figure 8. S:MMs and Corresponding DRB Registers

The following 2 examples describe hcw the DRB Registers are programmed for cases of single-sided and
double-sided SIMMs on a motherboarc having a total of 6 SIMM sockets.

I ADYANGCE INFORMATIOWM 1-111



82434LX/82434NX i nw ®

Example #1

The memory array is populated with six single-sided 256-KByte x 36 SIMMs. Two SIMMs are required for each
populated row making each populated row 2 MBytes in size. Filling the array yields 6 MBytes total DRAM. The
DRB Registers are programmed as follows:

DRBO = 02h populated

DRB1 = 02h empty row, not double-sided SIMMs

DRB2 = 04h populated

DRB3 = 04h empty row, not double-sided SIMMs

DRB4 = 06h populated

DRB5 = 06h  empty row, not double-sided SIMMs, maximum memory = 6 MBytes.

Example #2
As an another example, if the first tour SIMM sockets are populated with 2 MBytes x 36 double-sided SIMMs

and the last two SIMM sockets are populated with 4 MBytes x 36 single-sided SIMMs then filling the array
yields 64 MBytes total DRAM. The DRB Registers are programmed as foliows:

DRBO = 08h populated with 8 MBytes, 1/, of the double-sided SIMMs

DRB1 = 10h the other 8 MBytes of the double-sided SIMMs

DRB2 = 18h populated with 8 MBytes, 1, of the double-sided SIMMs

DRB3 = 20h the other 8 MBytes of the double-sided SIMMs

DRB4 = 40h populated with 32 MBytes

DRBS = 40h  empty row, riot deuble-sided SIMMs, maximum memory = 64 MBytes.
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Description

DARY ADBRSSS INMBYTES: This 8-bit value is concatenated with a nibble from the
Hegister and then compared against address lines A[29:20] to determine the upper address
m afagw&u&mw (i.s. ma praviois DRB = row size).

: PF the uppet address limits of the 8 rows (i.e., this row - previous row = row.size).
puls ted rows have & ~vaiua ‘equal fo the previous row (row size = 0). The value programmed into
28] || DRBY reflects the maximum amount of DRAM in the system. Memory remapped at the top of
DRAM result of setting the Memory Space Gap Register, is not reflected in the DRB Registers. The top of
NM‘ determined by the value written into DRBE[31:28] || DRB7 added to the memory space gap size (f

phec \ wai I WB? pius the memory space gap is greater than 512 MBytes then 512 MBytes of

W&o& describe how the DRB Registers are programmed for cases of single-gided and
As on'a mﬁnmeard having a total of 8 SIMM sockets.

array is: Muia%ed mth aigm single-sided 256-KByte x 36 SIMMs. Two SIMMs are required for
sulated row making each populated row 2 MBytes in size. Filling the array yvieids 8 MBytes total DRAM.
ﬁsmem are programmed as follows:
' DRBO % 02h . populated
oh _DRB1 = 0gh empty row, not double-sided SiMMs
. DAB2 = 04h  populated

DRBE[1512] = ma DRB3 = 04h - empty row, not double-sided SIMMs

DRBE[19:16] = DRBA = 06h “populated

DRBE[23:20] = DRBS = 08h empty row, not double-sided SIMMs

DBBE[27:24] = Oh  DRB6 = 08h populated

DRBE[31:28] = Oh - DRB7 = 08h empty row, not double-sided SIMMs, max memory = 8 MBytes.
e 2

As an another example, if the first four SIMM sockets are populated with 2 MByte x 36 double-sided SIMMs
and the last four SIMM sockets are populated with 16 MByte x 36 single-sided SIMMs then filling the array
yigids 268 bﬁBytas total DRAM. The DRB Registers are programmed as follows:

DREE[3:0] = DRBO = 08h ~populated with 8 MBytes, 14 of double-sided SIMMs
,QRQE{'?A} DRB1 = 10h "the other 8 MBytes of the doubie-sided SIMMs

DRBE[11:8] = DRB2 = 1Bh" populated with 8 MBytes, 4 of double-sided SIMMs
ERQEI‘!{S.WI DR8I = 20h _the other B MBytes of the double-sided SIMMs

DRBE[19:16] = o;z DRB4 = ADh populated with 128 MBytes

DRBE[23:20] = 0h - DRBS = AQh emply row, not double-sided SiMMs

DRBE[27:24] ='1h DRBE = 20h populated with 128 MBytes

DRBE[31:28] = th  DRBY = 20h empty row, not double-sided SiMMs, max memory - 288 MBytes.
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3.2.21 M ROW W‘I £

3.2.22 ERRCMD—ERROR COMMAND REGISTER
Address Offset: 70h

Default Value: 00h
Attribute: Read/Write
Size: 8 bits

The Error Command Register controls the PCMC responses to various system errors. Bit 6 of the FCICMD
Register is the master enable for bit 3 of this register. Bit 6 of the PCICMD Register must be set to 1 to enable
the error reporting function defined by bit 3 of this register. Bits 6 and 8 of the PCICMD Register are the master
enables for bits 7, 6, 5, 4, and 1 of this register. Both bits 6 and 8 of the PCICMD Register must be set to 1 to
enable the error reporting functions defined by bits 7, 6, 5, 4, and 1 of this register.
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Bits Description

7 SERR# ON RECEIVED TARGET ABORT: When this bit is set to 1 (and bit 8 of the PCICMD
Register is 1), the PCMC asserts SERR # upon receiving a target abort. When this bit is set to 0, the
PCMC is disabled from asserting SERR # upon receiving a target abort.

6 SERR# ON TRANSMITTED PCI DATA PARITY ERROR: When this bit is set to 1 (and bits 6 and 8
of the PCICMD Register are both 1), the PCMC asserts SERR # when it detects a data parity error as
a resuit of a CPU-to-PCl write (PERR # detected asserted). When this bit is set to 0, the PCMC is
disabled from asserting SERR # when data parity errors are dgtected via PERR #.

5 82434LX: RESERVED

82434LX: RESERVED

82434L.X: RESERVED

L2 CACHE PARITY ENABLE This bit |nd|cates that the second Ievel cache |mplements panty When
this bit is set to 1, bits 0 and 1 of this register control the checking of parity errors during CPU reads
from the second level cache. If this bit is 0, parity is not checked when the CPU reads from the
second level cache (PCHK # ignored) and neither bit 1 nor bit 0 apply.

SERR# ON DRAM/L2 CACHE DATA PARITY ERROR ENABLE: This bit enables/disables the
SERR # signal for parity errors on reads from main memory or the second level cache. When this bit
is set to 1 and bit O of this register is set to 1 (and bits 6 and 8 of the PCICMD Register are set to 1),
SERR # is enabled upon a PCHK# assertion from the CPU when reading from main memory or the
second level cache. The processor indicates that a parity error was received by asserting PCHK #.
The PCMC then latches status information in the Error Status Register and asserts SERR #. When
this bit is 0, SERR # is not asserted upon detecting a parity error. Bits[1:0] =10 is a reserved
combination.

0= Disable assertion of SERR # upon detecting a DRAM/seccnd ievel cache read parity error.
1 =Enable assertion of SERR# upen detecting a DRAM/second Ievel cache read parity error.

MCHK ON DRAM/L2 CACHE DATA PARITY ERROR ENABLE When this bit is set to 1, PEN # is
asserted for data returned from main memory or the second level cache. The processor lndICdteS
that a parity error was received by asserting the PCHK # signal. In addition, the processor invokes a
machine check exception, if enablec via the MCE bit in CR4 in the Pentium processor. The PCMC
then latches status information :n th: Error Status register. When this bit is 0, PEN # is not asserted.
Bits[1:0] =10 is a reserved combination.
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3.2.23 ERRSTS—~ERROR STATUS REGISTER
Address Offset: 71h

Default Value: 00h
Attribute: Read/Write Clear
Size: 8 bits

The Error Status Register is an 8-hit register that reports the occurrence of PCI, second level cache, and
DRAM parity errors. This register also reports the occurrence of a CPU shutdown cycle.

Bits Description
7 RESERVED

6 PCI TRANSMITTED DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a data

parity error (PERR # asserted) as a result of a CPU-to-PCl write. Software resets this bit to 0 by
writing a 1 to it.

5 82434LX: RESERVED

easm v

The PCMO ses this bitto.a 1 when it

] detectsa
aresultofa QPU@-R@ é&iwmmsts

4 824341.X: RESERVED

Softwars resets this bit 10 0 by Ll L i

3 MAIN MEMORY DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a parity error
from the CPU PCHK # signal resulting from a CPU-to-main memory read. Software resets this bit to 0

by writing a 1 to it.

2 L2 CACHE DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a parity error from
the CPU PCHK # signal resulting from a CPU read access that hit in the second level cache. Software

resets this bit to 0 by writing a 1 to it.

1 | RESERVED i

0 SHUTDOWN CYCLE DETECTED: The PCMC sets this bit to a 1 when it detects a shutdown special

cycle on the Host Bus. Unde: this condition the PCMC drives a shutdown special cycle on PCl and
asserts INIT. Software resets this bit to 0 by writing a 1 to it.
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3.2.24 SMRS—SMRAM SPACE REGISTER
Address Offset: 72h

Default Value: 00h
Attribute: Read/Write
Size: 8 bits

The PCMC supports a 64-KByte SMRAM space that can be selected to reside at the top of main memory,
segment A0000-AFFFFh or segment BOO00O-BFFFFh. The SMM space defined by this register is not cache-
able. This register defines a mechanism that allows the CPU to execute code out of the SMM space at either
A0000h or BOOOOh while accessing the frame buffer on PCl. The SMRAM Enable bit in the DRAM Control
Register must be 1 to enable the features defined by this register. Register bits[5:3) apply only when segment
A0000-AFFFFh or BOO0O-BFFFFh are selected.

Bits Description 1
7:6 | RESERVED o

5 OPEN SMRAM SPACE (0SS) When 0SS = 1, the CPU can access SMM space without being in
SMM mode. That is, accesses to SMM space are permitted even with SMIACT # negated. This bit is
intended to be used during POST to allow the CPU to initialize SMRAM space before the first SMI #
interrupt is issued.

4 CLOSE SMRAM SPACE (CSS): When CSS = 1 and SMRAM is enabled, CPU code accesses to the
SMM memory range are directad to SMM space in main memory and data accesses are forwarded to
PCI. This bit allows the CPU to read and write the frame bufter on PCI while executing SMM code.
When CSS =0 and SMRAM is enabled, all accesses to the SMRAM memory range, both code and
data, are directed to SMRAM (main memory).

3 LOCK SMRAM SPACE (L.SS): When LSS = 1, this bit prevents the SMM space from being manually
opened, effectively disabling bit 5 of this register. Only a power-on raset can set this bit to 0.

2.0 | SMM BASE SEGMENT (SBS): This field defines the 64 KByte base segment where SMM space is
located. The memory that is defined by this field is non-cacheable.

Bits[2:0] SMRAM Location Bits[2:0] SMRAM Location

000 Top of main rmemory 100 Reserved
001 Reserved 101 Reserved
010 AD00O- AFFHFh 110 Reserved
011 B0O000- BFFHFh 111 Reserved

3.2.25 MSG—MEMORY SPACE GAP REGISTER
Address Offset: 78-79h

Default Value: 00h
Attribute: Read/Write
Size: 16 bits

The Memory Space Gap Register defines the starting address and size of a gap in main memory. This register
accommodates ISA devices that have their memory mapped into the 1 MByte-15.5 MByte range (e.g., an ISA
LAN card or an ISA frame buffer). The Memory Space Gap Register defines a hole in main memory that
transfers the cycles in this address space 12 the PCI Bus instead of main memory. This area is not cacheable.

The memory space gap starting address must be a multiple of the memory space gap size. For example, a
2 MByte gap must start at 2, 4, €, 8, 10, * 2, or 14 MBytes.
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NOTE:

Memory that is disabled by the gap created by this register is remapped to the top of memory. This
remapped memory is accessible, except in the case where this would cause the top of main memory
to exceed 192 MBytes (or 512 MBytes for the 82434NX).

Bits

Description

15

MEMORY SPACE GAP ENABLE (MSGE): MSGE enables and disables the memory space gap.
When MSGE is set to 1, the CPU accesses to the address range defined by this register are
forwarded to PCI bus. The size of the gap created in main memory causes a cofresponding amount
of DRAM to be remapped at the top of main memory (top specified by DRB Registers). If the Frame
Buffer Range is programmed below 16 MBytes and within main memory space, the MSG register
must include the Frame Buffer Range. When MSGE is reset to 0, the memory space gap is disabled.

14:12

MEMORY SPACE GAP SIZE (MSGS): This 3 bit field defines the size of the memory space gap. If
the Frame Buffer Range is programmed below 16 MBytes and within main memory space, this
register must include the frame buffer range. The amount of main memory specified by these bits is
remapped to the top ¢f main memory.
Bit[14:12] Memory Gap Size

000 1 MByte

001 2 MBytes

o011 4 MBytes

111 8 MBytes

NOTE:
All other combinations are reserved.

11:8

RESERVED o

7:4

MEMORY SPACE GAP STARTING ADDRESS (MSGSA): These 4 bits define the starting address
of the memory space gap in the space from 1 MByte— 16 MBytes. These bits are compared against
A[23:20]. The memory space gap starting address must be a multiple of the memory space gap
size. For example, a 2 MBytes gap must start at 2, 4, 6, 8, 10, 12, or 14 MBytes.

3:0

RESERVED

3.2.26 FBR—FRAME BUFFER RAMGE REGISTER

Address Offset: 7C-7Fh

Default Value: 0000h
Attribute: Read/Write
Size: 32 bits

This 32-bit register enables and disables a frame buffer area and provides attribute settings for the frame
buffer area. The attributes defined in this register are intended to increase the performance of the frame buffer.
The FBR Register can be used to accommodate PCl devices that have their memory mapped onto PCl from
the top of main memory to 4 GByte-512-KByte range (e.g., a linear frame buffer). If the Frame Buffer Range is
located within the 1 MByte~16 MBytes main memory region where DRAM is populated, the Memory Space
Gap Register must be programmed to include the Frame Buffer Range.
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Bits

Description

31:20

BUFFER OFFSET (BO): BO defines the starting address of the frame buffer address space in
increments of 1 MByte. This 12-bit field is compared directly against A[31:20]. The frame buffer
range can either be located at the top of memory, including remapped memory or within the memory
space gap (i.e., frame buffer range programmed below 16 MBytes and within main memory space.
When bits [31:20] = 0000h and bit 12= 0, all features defined by this register are disabled.

19:14

RESERVED

13

BYTE MERGING (BM): Byte merging permits CPU-to-PCl byte writes to the LBX posted write buffer
to be combined into a single transfer on the PCl Bus, when appropriate. When BM is set to 1, byte
merging on CPU-to-PCl posted write cycles is enabled. When BM is reset to 0, byte merging is
disabled.

128K VGA RANGE ATTRIBUTE ENABLE (VRAE): When VRAE = 1, the attributes defined in this
register (bits [13, 10:7]) also apply to the VGA memory range of AOOOOh-BFFFFh regardiess of the
value programmed in the Butfer Offset field. When VRAE = 0, the attributes do not apply to the VGA
memory range. Note that this bit only affects the mentioned attributes of the VGA memory range
and does not enable or disable accesses to the VGA memory range.

11:10

RESERVED

NO LOCK REQUESTS (NLR): When NLR is set to 1, the PCMC never requests exclusive access to
a PCl resource via the PCI LOCK # signal in the range defined by this register. When NLR is reset to
0, exclusive access via the PCl LOCK # signal in the range defined by this register is enabled.

RESERVED

TRANSPARENT BUFFER WRITES (TBW): When set to a 1, this bit indicates that writes to the
Frame Buffer Range need nct be flushed for deadlock or coherence reasons on synchronization
events {i.e., PCl master reads, and the FLSHBUF # /MEMREQ# protocol).

When reset to 0, this bit indicates that upon synchronization events, flushing is required for Frame
Buffer writes posted in the CPU-to-PCl Write Buffer in the LBX

6:4

RESERVED

3:0

BUFFER RANGE (BR): These bits define the size of the frame buffer address space, allowing up to
16 MBytes of frame buffer. If the Frame Buffer Range is within the memory space gap, the buffer
range is limited to 8 MBytes and must be included within the memory space gap. The bits listed
below in the Reserved Buffer Offset (BO) Bits column are ignored by the PCMC for the
corresponding buffer sizes.
Bits[3:0] Buffer Size Reserved Buffer Offset (BO) Bits

0000 1 MByte None

0001 2 MBytes {20]

0011 4 MBytes {21:20]

0111 8 MBytes [22:20]

1111 16 MEBytes [23:20]

NOTE:
(all other combinations are reserved)
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4.0 PCMC ADDRESS MAP

The Pentium processor has two distinct physical ad-
dress spaces: Memory and I/O. The memory ad-
dress space is 4 GBytes and the |/0 address space
is 64 KBytes. The PCMC maps accesses to these
address spaces as described in this section.

4.1 CPU Memory Address Map

Figure 9 shows the address map for the 4 GByte
Host CPU memory address space. Depending on
the address range and whether a memory gap is
enabled via the MSG Register, the PCMC forwards
CPU memory accesses to either rnain memory or
PCI memory. Accesses forwarded 0 main memory
invoke operations on the DRAM interface and ac-
cesses forwarded to PCl memory invoke operations
on PCIl. Mapping to the PCl Bus permits PCl or
EISA/ISA Bus-based memory.

The main memory size ranges from 2 MBytes-
192 MBytes for the 82434LX and 2 MBytes-
512 MBytes for the 82434NX. Memory accesses
above 192 MBytes (512 MBytes fcr the 82434NX)
are always forwarded to PCl. In addition, a memory
gap can be created in the 1 MByte-16 MBytas

n

intgl.
region that provides a window to PCl-based memo-
ry. The location and size of the gap is programma-
ble. Acc to addr in the gap are ignored
by the DRAM controller and forwarded to PCI. Note
that CPU memory accesses that are forwarded to
PCI (including the Memory Space Gap) are not
cacheable. Only main memory controlled by the
PCMC DRAM interface is cacheable.

4.2 System Management RAM—
SMRAM

The PCMC supports the use of main memory as
System Management RAM (SMRAM) enabling the
use of System Management Mode. This function is
enabled and disabled via the DRAM Control Regis-
ter. When this function is disabled, the PCMC mem-
ory map is defined by the DRB and PAM Registers.
When SMRAM is enabled, the PCMC reserves the
top 64-KBytes of main memory for use as SMRAM.

SMRAM can alsoc be placed at AOOOO-AFFFFh or
B0000-BFFFFh via the SMRAM Space Register.
Enhanced SMRAM features can also be enabled via
this register. PCl masters can not access SMRAM
when it is programmed to the A or B segments.

4GB

192 MB (82434LX)

PCi Memory

Main Memory

512 MBytes (82434NX)

16 MByte — ——

Maln Memory

Upper Limit

Memory Space Gap End

Memory Space Gap

Memory Space Gap Base

(8 Mbyte Max)

Main Memory
1024 KB Main Memory
or PCl Memory
PC Compatibility Range
512 KB ( P y Range) |
Maln Memory
: PC Compatlibility Range
| 0l ( p ty Range) N

290479-11

Figure 9. CPU Memory Address Map—Full Range
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However, PCl masters can access SMRAM when butes in the PAM Registers. The attributes are Read
the top of memory is selected. Enable (RE), Write Enable (WE) and Cache Enable
(CE). The attributes determine readability, writeabili-
ty and cacheability of the corresponding memory re-
gion. When the associated bit in the PAM Register is
set to a 1, the attribute is enabled and when set to a
0 the attribute is disabled. The following rules apply
for cacheability in the first level and second levs!
caches:

1. If RE=1, WE=1, and CE=1, the region is
cacheable in the first level and second level

T caches.
4.3 PC Compatibility Range 2. 1f RE=1, WE=0, and CE=1, the region is W
The PC Compatibility Range is the first MByte of the cacheable only on code reads (i.e., D/C# =0).
Memory Map. The 512 KByte—1 MByts range is sub- Data reads do not result in a line fill. Writes to the
divided into several regions as shown in Figure 10. region are not serviced by the secondary cache,
Each region is provided with programmable attri- but are forwarded to PCI.
1024 KB opprren [
Planar BIOS Memory Programmable
OF0000h (64 KBytes) Attributes: RE, WE, CE
960 KB r
OEFFFFh BIOS Extension Memory
Setup and POST Memory Programmable
PC| Development BIOS Memory | Attributes: RE, WE, CE
0E0000h ! (64 KBytes)
896 KB opprern
ISA Card BIOS & Buffer Memory | Programmable
0C8000h 96 KBytes Attributes: RE, WE, CE
800KB  oc7FFRn [
Video BIOS Memory Programmable
0C0000h (32 KBytes) Attributes: RE, WE, CE
788 KB omrFFFN [
PCIISA Video Buffer Memory Read/Write Accesses
DAGGO0H (128 KBytes) forwarded to PCI Bus
640KB  porFFFn [ T
Host/PCI/EISA Memory Programmable
080000h (128 KBytes) Attributes: RE, WE, CE
S12KB  o7FFFFn |
Host Memory Fixed Attributes:
0 (512 KBytes) RE, WE, CE
200479-12

Figure 10. CPU Memory Address Map—PC Compatibility Range
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The RE and WE bits for each regon are used to
shadow BIOS ROM in main memory for improved
system performance. To shadow a BIOS area, RE is
reset to 0 and WE is set to 1. RE is set to 1 and WE
is reset to 0. Any writes to the BIOS area are for-
warded to PCl.

intgl.
4.4 1/0 Address Map

1/0 devices (other than the PCMC) are not support-
ed on the Host Bus. The PCMC generates PCI Bus
cycles for all CPU I/0O accesses, except to the
PCMC internal registers. Figure 11 shows the map-
ping for the CPU {/O address space. For the
82434LX, three PCMC registers are located in the
CPU I/0 address space—the Configuration Space
Enable (CSE) Rsgister, the Turbo-Reset Control
(TRC) Register, and the Forward (FORW) Register.

64KB [T FFFFh

PCI /O Space

(12 KB)
52 KB DO00h
>FFF

PCI Conflguration Space For CFFFh
Access Mechanism #2 _| G100h
— C000h
48 KB BFFFh

PCI /O Space

(45KB)
K8 | 0D00h
CONFDATA Register O0CFFh
1
(3K-3)8 | (Note 1) 0CFCh
(3K-4)B | PMC Register 0CFBh
(3K-5)B [ "FORW Register CONFADD 0CFAh
b -——— Reglister ——

(3K-6)B | TRC Register (Note 2) 0CF8h
(3K-7)B | CSE Register 0CF8h
(3K-8)8 0CF7h

PCI /O Space

(3K-8 Bytes)

ol __. oh

290479-13

Figure 11. CPU I/0 Address Map
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Except for the 1/0 locations of the above mentioned
registers, all other CPU |/0 accesses are mapped to
either PCl 1/0 space or PCI configuration space. |f
the access is to PCI I/O space, the PCl address is
the same as the CPU address. if the access is to PCI
configuration space, the CPU address is mapped to
a configuration space address as described in Sec-
tion 3.0, Register Description.

It configuration space is enabled via the CSE Regis-
ter (access mechanism #2), the PCMC maps ac-
cesses in the address range of C10Ch to CFFFh to
PCl configuration space. Accesses to the PCMC
configuration register range (CO0Ch to COFFh) are
intercepted by the PCMC and not forwarded to PCl.
If the configuration space is disabled in the CSE
Register, CPU accesses to the configuration ad-
dress range (CO00h to CFFFh) are forwarded to PCI
170 space.

5.0 SECOND LEVEL CACHE
INTERFACE

This section describes the second level cache inter-
face for the 82434LX Cache (Section 5.1) and the
82434NX Cache (Section 5.2). The differences are
in the following areas:

1. The 82434LX supports both write-through and
write-back cache policies. The 32434NX only
supports the write-back policy.

2. The 82434LX timings are for 60 and €¢ MHz and
the 82434NX timings are for 50, 60, and 66 MHz.
Note that the cycle latencies for €0 ard 66 MHz
are the same for both devices.

3. When burst SRAMs are used to implement the
secondary cache, address latches are not need-
ed for the B2434NX type SRAM connectivity.
However, a control bit has been added to the
82434NX that permits addres:s latches for
82434LX type SRAM connectivity

4. A low-power second level cache standby mode
has been added to the 82434NX.

5. There are new or changed cache conirol bits as
indicated by the shading in Section 3.05, Register
Description. For example, the 82434NX supporis
zero wait-state cache at 50 MH: via the zero
wait-state control bit.

I ADVANCE INFORMATION
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NOTE:

¢ Second level cache sizes and organization
are the same for the B2434LX and
82434NX.

¢ The general operation of the second level
cache write-back policy is the same for the
B82434LX and B2434NX. For example, the
Valid and Modified bits operate the same
for both devices. In addition, snoop opera-
tions are the same for both devices, as
well as the handling of flush, flush ac-
knowledge, and write-back special cycles.

5.1 82434L.X Cache

The 82434LX PCMC integrates a high performance
write-back/ write-through second level cache con-
troller providing integrated tags and a full first level
and second level cache coherency mechanism. The
second level cache controller can be configured tc
support either a 256-KByte cache or a 512 KByte
cache using either synchronous burst SRAMs or
standard asynchronous SRAMs. The cache is direct
mapped and can be configured to support either a
write-back or write-through write policy. Parity on the
second level cache data SRAMs is optional.

The 82434LX contains 4096 address tags. Each tag
represents a sector in the second level cache. If the
second level cache is 256-KByte, each tag repre-
sents two cache lines. If the second level cache s
512-KByte, each tag represents four cache lines
Thus, in the 256-KByte configuration each sector
contains two lines. In the 512-KByte configuration,
each sectcr contains four lines. Valid and modifiea
status bits are kept on a per iine basis. Thus, in the
case of a 256-KByte cache each tag has two vaiid
bits and two modified bits associated with it. In the
case of a §12-KByte cache each tag has four vaid
and four modified bits associated with it. Upon a
CPU read cache miss, the PCMC inspects the vald
and modified bits within the addressed sector and
writes back to main memory only the lines marked
both valid and modified. All of the lines in the sector
are then invalidated. The line fill will then occur ang
the valid bit associated with the allocated line will be
set. Only the requested line will be fetched from
main memory and written into the cache. If no write-
back is required, all of the lines in the sector are
marked invalid. The line fill then occurs and the valid
bit associated with the allocated line will be set.
Lines are not allocated on write misses. When a
CPU write hits a line in the second level cache, the
modified bit for the line is set.
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The second level cache is optior:al to allow the
82434LX PCMC to be used in a low cost configura-
tion. A 256-KByte cache is implemented with a sin-
gle bank of eight 32K x 9 SRAMs if parity is support-
ed or 32K x 8 SRAMs if parity is not supported on
the cache. A 512-KByte cache is implemented with
four 64K x 18 SRAMs if parity is supported or 64K x
16 SRAMs if parity is not supported on the cache.

L]
intal.
Two 74AS373 latches complete the cache. Only

main memory controlled by the PCMC DRAM inter-
face is cached. Memory on PCl is not cached.

Figure 12 and Figure 13 depict the organization of
the internal tags in the PCMC configured for a
256 KByte cache and a 512-KByte cache.

— A5
+ Line l
0 1
Tag 4K -1
Tag 4K - 2
A[17:6] -—
Index
Tag 0
T valid Valid
A[27:18] Modifled Moditled
Tag \\"’_’/ ~ ;
Line0 Line1
200479-14

Figure 12. PCMC Internal Tags with 256-KByte Cache
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@
_ A[6:5]
;- Line 1 I
00 01 10 11
Tag 4K - 1
Tag 4K - 2
A[18:7] —»
Index
Tag 0
T Valld T Vzld T thld T VIIId T
A[27:139]
Tag Modifled Modlfled Modified Modified
. \/_,/ ’
Line0 Linel Line2 Line3d
290479-15

Figure 13. PCMC Internal Tags with 512-KByte Cache

In the 256-KByte cache configuration A{17:6] form
the tag RAM index. The ten tag bits read from the
tag RAM are compared against A[27:18] from the
host address bus. Two valid bits and two modified
bits are kept per tag in this configuration. Host ad-
dress bit 5 is used to select betweern lines 0 and 1
within a sector. In the 512-KByte cache configura-
tion A[18:7] form the tag RAM index. The nine bits
read from the tag RAM are compared against
A[27:19] from the host bus. Four vald bits and four
modified bits are kept per tag. Host address bits 5
and 6 are used to select between lines G, 1,2 and 3
within a sector.
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The Secondary Cache Controller Register at offset
52h in configuration space controls the secondary
cache size. write and allocation policies, and SRAM
type. The cache can also be enabled and disabled
via this register.

Figure 14 through Figure 18 show the connections

between the PCMC and the external cache data
SRAMs and latches.
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PCMC 74AS373
82434LX
HA[17:7) CA(TT)
t 4l
CALE » E 32K X 9 SRAM
__E“ QE#
= A[14:4] %
CAA/B[6:3] —_ A[3:0]
COE[1:0]# ——— — ———————» OE#
i ‘
CWET7# — WE# D[8:0] —» HD([63:56], DP7
CWEG# — »| we# D[8:0] 4 —» HD(55:48], DP6
CWES# | WE# D[8:0] +» HD[47:40), DP5
CWE4# _ »| We# D[8:0] » HD[39:32], DP4
CWE3# S —»| WE# _ D[8:0] # HD[31:24], DP3
CWE2# (——— —————— WE# D[8:0] HD[23:16], DP2
# D0
CWEi# ——m— — WE# D[8:0] [ HD[15:8], DP1
CWEO# | — —— — ZI,L_!VE# D[8:0] | «—» HD[7:0], DPO
290479-16
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Figure 14. 82434LX Connections to 256-KByte Cache with Standard SRAM
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PCMC
82434LX

CALE

CAA/B[6:3)
COE[1:0}#

CWET7#
CWEG6#
CWESH#
CWE4#
CWE3#
CWE2#
CWE1#
CWEO#

74AS373
HA[18:7] CA[18:7]
Iy
L »E 64K X 18 SRAM
[ oEs
— L[ — ] A[15:4]
N > A[3:0] ]
— e e ] OE# |
. cs#
I — 5| WH# D[17:9] _» HD[63:56], DP7
»| WL#  D[3:0} ¢ » HD[55:48], DP6
> WH# D[17:9] - HD[47:40], DP5
»| WL¢  D[8:0] » HD[39:32], DP4
»] WH# D[17:9] —» HD{31:24], DP3
» wWL# D[8:0] » HD[23:16], DP2
»| WH# D[17:9]}¢—» HD[15:8), DP1
—_— WL#  D[8:0] HD[7:0], DPO
29047917

Figure 15. 82434LX Connections to 5§12-KByte Cache with Standard SRAM
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PCMC 74AS373
paaaLx HA[18:7 CA[18:7]
L
CALE [- E 64K X 18 SRAM
_l: OE#
— A[15:4)
CAA/B[6:3] >l A[3:0] ]
COE[1:01# OE# -
CCS1# > CS#
CWET# WH# D[17:8] » HD{83:56), DP7
CWEG# WL#  D[8:0] » HD[55:48], DP6
CWES# »| WH# D[17:9] » HD[47:40], DP5
CWE4# »| WL#  D[8:0] » HD[39:32), DP4
CWE34# »] WH# D[17:9] » HD[31:24], DP3
CWE2# »{ WL#  D[8:0)|¢——p HD[23:16}, DP2
CWE1# »| WH# D[17:9]l¢—p HD[15:8], DP1
CWEO# » WL# D[8:0] HOD{7:0], DPO
290479-18

Figure 16. 82434LX Connections to 512-KByte Cache with Dual-Byte Select Standard SRAMs
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PCMC 74AS373
LX , l
82434 HA[17:7) CA[17:7)
: HCLK[C-F]
CALE E 32K X 9 SRAM
OEH#
= L= CLK 1
eyl Al14:4] L
CAA/B[6:3] |—— —— — ————————{ A[3:0] H
CADS[1:0}# —— —— — ———————p] ADSC# H
CADV[1:0]# —— —— — ——————» ADV# n
COE[1:0}# }|—— —— — ——————P{ OE# .
vDD L
‘E ADSP#
Ccso
_ ] cs#
CWET7# — WE# D[8:0] % HD[63:56], DP7
CWESG# -— we# D[8:0] —» HD[55:48], DP6
CWES# —— —— —————————| WE# D[8:0] » HD[47:40}, DP5
CWE4# —_— »| WE# D[8:0] » HD[39:32), DP4
CWE3# —_— »| WE# D[8:0] 44— HD[31:24], DP3
CWE2# —— ~LJ WE# D[8:0) HD[23:16], DP2
CWE1# —_ > WE#__D[B:0] {#—— HD[15:8], DP1
CWEO# [ —— — L:' WE# _D[8:0] .«— HD[7:0], DPO
230479-19

Figure 17. 82434LX Connections to 256-KByte Cache with Burst SRAM
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PCMC 74AS373

82434LX
HA[18:7] CA[18:7]
HCLK{C-D]
CALE E 64K X 18 SRAM
_[C10e
- CLK
A[15:4] -
CAA/B[6:3) A[3:0] |
CADS[1:0]# ADSC#
CADV[1:0]# ADV# |
COE[1:0}4 ‘ OE#
VDD
"L ADSP#
_I—| ©s¢¥
CWET# WH# D[17:9] | » HD[63:56], DP7
CWE6# WL#  D[8:0] » HD[55:48], DP6
CWES# »| WH# D[17:9] » HD[47:40), DP5
CWE4# » wL# D[8:0] » HD[39:32), DP4
CWE34# »] WH# D[17:9] » HD[31:24], DP3
CWE2# »| WLE  D[8:0] » HD[23:16], DP2
CWE1# »| WH¥ D[17:9]i¢— HD[15:8], DP1
CWEO# »| WL#  D[8:0] l¢— HD[7:0], DPO

290479-20
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Figure 18. 82434LX Connections for 512-KByte Cache with Burst SRAM
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When CALE is asserted, HA[18:7] flow through the
address latch. When CALE is negated the address is
captured in the latch allowing the processor to pipe-
line the next bus cycle onto the address bus. Two
copies of CA[6:3], COE#, CADS# ard CADV# are
provided to reduce capacitive loading. Both copies
should be used when the second level cache is im-
plemented with eight 32K x 8 or 32K x 9 SRAMs.
Either both copies or only one copy car: be used
with 64K x 18 or 64K x 16 SRAMs as determined by
the system board layout and timing analysis. The
two copies are always driven to the same logic level.
CAA[4:3] and CAB[4:3] are used to count through
the Pentium processor burst order when standard
SRAMs are used to implement the cache.

‘With burst SRAMs, the address counting is provided
inside the SRAMs. In this case, TAA[4:3] and
CAB[4:3] are only used at the beginning of a cycle
to load the initial low order address bits into the
ourst SRAMs. During CPU accesses. host address
ines 6 and 5 are propagated to the CAA[6:5] and
ZAB[6:5] lines and are internally latched. When a
CPU read cycle forces a line replacement in the sec-
ond level cache, all modified lines within the ad-
dressed sector are written back to main memory.
The PCMC uses CAA[8:5] and CAB[6:5] to select
among the lines within the sector. The Cache Output
Enables (COE[1:0] #) are asserted to znable the
SRAMSs to drive data onto the host data bus. The
Cache Write Enables (CWE[7:0] #) allow byte con-
trol during CPU writes to the second ‘evel cache.

An asynchronous SRAM 512-KByte cache can be
implemented with two different types of SRAM byte
control. Figure 15 depicts the PCMC connections to
a 512 KByte cache using 64K x 18 SRAMs or 64K x
16 SRAMSs with two write enables per SRAM. Each
SRAM has a high and low write ensble. Figure 16

82434LX/82434NX

depicts the PCMC connections to a 512-KByte
cache using 64K x 18 SRAMs or 64K x 16 SRAMs
with two byte select lines per SRAM. Each SRAM
has a high and low byte select.

The type of cache byte control (write enable or byte
select) is programmed in the Cache Byte Control bit
in the Secondary Cache Control Register at configu-
ration space offset 52h. When this bit is set to (,
byte select control is used. In this mode, the
CBS|[7:0] # lines are multiplexed onto pins 90, 91,
and 95-100 and CR/W[1:0]# pins are multiplexed
onto pins 93 and 94. When this bit is set to 1, byte
write enabie control is used. In this mode, the
CWE[7:0] # lines are multiplexed onto pins 90, 91,
and 95-100. CADS[1:0] # and CADV[1:0]# are only
used with burst SRAMs. The Cache Address
Strobes (CADS[1:0]#) are asserted to cause the
burst SRAMSs to latch the cache address at the be-
ginning o' a second level cache access.
CADS[1:0] # can be connected to either ADSP # or
ADSC # on the SRAMs. The Cache Advance signals
(CADV[1:0] #) are asserted to cause the burst
SRAMs to advance to the next address of the burst
sequence.

5.1.1 CLOCK LATENCIES (82434LX)

Table 5 and Table 6 list the latencies for various
CPU transfers to or from the second level cache for
standard SRAMs and burst SRAMs. Standard
SRAM access times of 12 ns and 15 ns are recom-
mended for 66 MHz and 60 MHz operation, respec-
tively. Burst SRAM clock access times of 8 ns and
9 ns are recommended for 66 MHz and 60 MHz op-
eration, respectively. Precise SRAM timing require-
ments should be determined by system board eiec-
trical simulation with SRAM |/O buffer models.

Table 5. Second Level Cache Latencies with Standard SRAM (82434LX)

Cycle Type HCLK Count
Burst Read - 3-2-2-2 :
Burst Write - 1 - 4.2-2-2 "
Single Read - '3 3
Single Write o ; 4
Pipelined Back to Back 3urs Reads  32.22/3222
Burst Read foIIowezéE :{ié‘éiined Write 3-2-2-2/4
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Table 6. Second Level Cache Latencies with Burst SRAM (82434LX)

Cycle Type HCLK Count
Burst Read T 3-1-1-1
Burst Write o _ 3-1-1-1
Single Read S 3
Single Write S 3
Pipelined Back t» Qc« Burst Reacls 3-1-1-1/1-1-11
Read Followed bﬁelined Write 3-1-1-1/2 i

5.1.2 STANDARD SRAM CACHE CYCLES
(82434LX)

The following sections describe the activity of the
second level cache interface when standard asyn-
chronous SRAMs are used to implement the cache.

5.1.2.1 Burst Read (82434LX)

Figure 19 depicts a burst read from the second level
cache with standard SRAMs. The CPU initiates the
read cycle by driving address and status onto the
bus and asserting ADS #. Initially, tha CA[6:3] are a
propagation delay from the host address lines
A[6:3]. Upon sampling W/R # uctive and M/IO# in-
active, while ADS# is asserted, the PCMC asserts
COE # to begin a read cycle from the SRAMs. CALE
is negated, latching the address lines on the SRAM
address inputs, allowing the CPU to pipeline a new
address onto the bus. CA[4:3] cycle trough the
Pentium processor burst order, completing the cy-
cle. PEN# is asserted with the first BRDY # and
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negated with the last BRDY # if parity is implement-
ed on the second leve! cache data SRAMs and the
MCHK DRAM/Second Level Cache Data Parity bit
in the Error Command Register (offset 70h) is set.

Figure 20 depicts a burst read from the second levsel
cache with standard 16- or 18-bit wide dual-byte se-
lect SRAMs. A single read cycle from the second
level cache is very similar to the first transfer of a
burst read cycle. CALE is not negated throughout
the cycle. COE # is asserted as shown above, but is
negated with BRDY #.

When the Secondary Cache Allocation (SCA) bit in
the Secondary Cache Control Register is set to 1,
the PCMC performs a line fill in the secondary
cache, even if the CACHE# signal from the CPU is
inactive. In this case, AHOLD is asserted to prevent
the CPU from beginning a new cycle while the sec-
ond tevel cache line fill is completing.

Back-to-back pipelined burst reads from the second
level cache are shown in the Figure 21,
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Figure 19. CPU Burst Read from Second Level Cache with Standard SRAM (82434LX)
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Figure 20. Burst Read from Second Level Cache with Dual-Byte Select SRAMs (82434LX)
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Fiéure Z1. Pipelined Back-to-Back Burst Reads from

Second Level Cache with Standard SRAM (82434LX)

Due to assertion of NA#, the CPU drivess a new ad-
dress onto the bus before the first cycle is complete.
In this case, the second cycle is a it ir: the second
level cache. Immediately upon completion of the first
read cycle, the PCMC begins the szcond cycle.
When the first cycle completes, the PCMC drives the
new address to the SRAMs on CA[6:3| and asserts
CALE. The second cycle is very similar to the first,
completing at a rate of 3-2-2-2. The cache address
lines must be held at the SRAM aduiress inputs until
the first cycie completes. Only after the fast BRDY #
is returned, can CALE be asserted and CA[6:3] be
changed. Thus, the pipelined cycle ::ompletes at the
same rate as a non-pipelined cycle

5.1.2.2 Burst Write (82434LX)

A burst write cycle is used to write back a cache line
from the first level cache to either the second level
cache or DRAM. Figure 22 depicts a burst write cy-
cle to the second level cache with standard SRAMs.
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The CPU initiates the write cycle by driving address
and status onto the bus and asserting ADS #. Initial-
ly, the CA[6:3] propagate from the host address
lines A[6 3]. CALE is negated, latching the address
lines on the SRAM address inputs, allowing the CPU
to pipeline a new address onto the bus. Burst write
cycles from the Pentium processor always begin
with the low order Qword and advances to the high
order Qword. CWE([7:0] # are generated from an in-
ternally delayed version of HCLK, providing address
setup time to CWE(7:0] # falling and data setup time
to CWE[7:0]# rising edges. HIG[4:0] are driven to
PCMWQ (Post CPU to Memory Write Buffer Qword)
only when the PCMC is programmed for a write-
through write policy. When programmed for write-
back moce, the modified bit associated with the line
is set within the PCMC. The single write cycle is very
similar to the first write of a burst write cycle. A burst
read cycle followed by a pipelined write cycle with
standard SRAMs is depicted in Figure 24.
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Figure 22. Burst Write to Second Level Cache with Standard SRAM (82434LX)
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Figure 23. Burst Write to Seconc Level Cache with Dual-Byte Select Standard SRAMs (82434LX)
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Figure 24. Burst Read F ollowed by Pipelined Write with Standard SRAM (82434LX)

5.1.2.3 Cache Line Fill (82434LX) Figure 27 depicts the host bus activity during a CPU
read cycle that forces a write-back from the second
If the CPU issues a memory read cycle to cacheable level cache to the CPU-to-memory posted write bufi-

memory that is not in the second level cache, a first er as the DRAM read cycle begins.
and second level cache line fill o:curs. Figure 25

depicts a CPU read cycle that results in a line fill into

the first and second level caches.
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Figure 25. Cache Line Fill with Standard SRAM, DRAM Page Hit (82434LX)
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Figure 26. Cache Line Fill with ['ual-Byte Select Standarci SRAM, DRAM Page Hit (82434LX)
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Figure 27. CPU Cache Read Miss, Write-Back, Line Fill with Standard SRAM (82434LX)

“he CPU issues a memory read cycie that misses in
tne second level cache. In this instanc:, a modified
lre in the second level cache must be written back
t3 main memory before the new line :an be filled
in"o the cache. The PCMC inspects tie valid and
rodified bits for each of the linas wthir the ad-
cressed sector and writes back only th.e valid lines
within the sectcr that are in the madified state. Dur-
ing the write-back cycle, CA[4:3] negir with the ini-
tial value driven by the Pentium processor and pro-
ceed in the Pentium processor bu-st order CA[6:5]
ara dsed 1o count through the lires w.thin the ad-
cressed sector. When two or more lir es must be
aritten back to main memory, CA{6:5] count in the
ditection from line O to line 3. CA[6:5] advance to
the next line t¢c be written back 10 m.iin memory,

E ADVANGE INFORMATD O

skipping lines that are not modified. Figure 23 de-
picts the case of just one of the lines in a sector
being written back to main memory. In this case, the
entire line can be posted in the CPU-to-Main memo-
ry posted write buffer by driving the HiG[4:0] lines to
the PCMWQ command as each Qword is read from
the cache. At the same time, the required DRAM
read cycle is beginning. As soon as the de-allocated
line is written into the posted write buffer, the
HIG[4:0] lines are driven to CMR (CPU Memory
Read) to allow data to propagate from the DRAM
data lines to the CPU data lines. The CWE[7:0] #
lines are not generated from a delayed version of
HCLK (as they are in the case of CPU to second
level cache burst write), but from ordinary HCLK ris-
ing edges. CMR 1s driven on the HIG[4:0] lines
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throughout the DRAM read portion of the cycle. With
the fourth assertion of BRDY # the HIG[4:0] lines
change to NOPC. The LBXs however, do not tri-
state the host data lines unti MDLE rises.
CWE([7:0]1# and MDLE track such that MDLE will
not rise betore CWE([7:0] #. Thus, the LLBXs contin-
ue to drive the host data lines untii CWE[7:0] # are
negated. CA[6:3] remain at the valid values until the
clock after the last BRDY #, providing address hold
time to CWE[7:0] # rising.

PEN# is asserted as shown if the MCHK DRAM/L2
Cache Data Parity Error bit in the Error Command
Register (offset 70h) is set. If the second level cache
supports parity, PEN# is always asserted during
CPU read cycles in the third ciock :n case the cycle
hits in the cache.

If more than one line must be written back to main
memory, the PCMC fills the CPU-to-Main Memory
Posted Write Buffer and loads another Qword into
the buffer as each Qword write completes into main
memory. The writes into DRAM proceed as page hit
write cycles from one line to the next, completing at
a rate of X-4-4-4-5-4-4-4-5-4-4-4 for a three line

n

intgl.
write-back. All modified lines except for the last one
to be written back are posted and written to memory
before the DRAM read cycle begins. The last line to
be written back is posted as the DRAM read cycle

begins. Thus, the read data is returned to the CPU
before the last line is retired to memory.

The line which was written into the second level
cache is marked valid and unmodified by the PCMC.
All the other lines in the sector are marked invalid. A
subsequent CPU read cycle which hits in the same
sector (but a different line) in the second level cache
would then simply result in a line fill without any
write-back.

5.1.3 BURST SRAM CACHE CYCLES (82434LX)
The following sections show the activity of the sec-
ond levei cache interface when burst SRAMs are
used for the second level cache.

5.1.3.1 Burst Read (82434LX)

Figure 28 depicts a burst read from the second level
cache with burst SRAMSs.

HCLK _“\__/-—\ N T\ _ T /T —\__/_1_
ADSH T\ Vs \ /
A[31:3] X X~
KEN# : \ : ': J—
NA¥ N v
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BRDY# —— 1\ E o
CALE i N\ / T
CA[6:5] - X X -
cae:) —— X f .1
CADS# ——=m—t— | ¢ t t
CADV# \ ‘ Y S
COEs —————\ —
CWE[7:0}# —_ +
290479-30

Figure 28. CPU Burst Fead from Second Level Cache with Burst SRAM (82434LX)
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The cycle begins with the CPU driving address and
status onto Host Bus and asserting ADS#. The
PCMC asserts CADS# and COE# ir the second
clock. After the address is latched by the burst
SRAMs and the PCMC determines that no write-
back cycles are required from the second level
cache, CALE is negated. Back-to-back burst reads
from the second level cache are shown in Figure 29.

When the Secondary Cache Allocation (SCA) bit in
the Secondary Cache Control Register is set to 1,
ithe PCMC performs a line fill in the secondary

82434LX/82434NX

cache, even if the CACHE # signal from the CPU is
negated. In this case, AHOLD is asserted to prevent
the CPU from beginning a new cycle while the sec-
ond level cache line filt is completing.

Back-to-back burst reads which hit in the second
level cache complete at a rate of 3-1-1-1/1-1-1-1
with burst SRAMs. As the last BRDY # is being re-
turned to the CPU, the PCMC asserts CADS # caus-
ing the SRAMSs to latch the new address. This allows
the data for the second cycle to be transferred to the:
CPU on the clock after the first cycle completes.
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s o WS eV NS an WD an VIS o WS o VD o WU o VD o WS
N S ; —
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Figure 29. Pipelined Back-to-Back Burst Reads from Second Level Cache (82434LX)
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5.1.3.2 Burst Write (82434LX)

A burst write cycle is used to write back a line from
the first level cache to either the second level cache
or DRAM. A burst write cycle from the first level
cache to the sacond level cache is shown in Fig-
ure 30.

The Pentium processor always writes back lines
starting with the low order Qword advancing to the
high order Qword. CADS # is asserted in the second
clock. CWE[7:0]# and BRDY # are asserted in the
third clock. CADV# assertion is delayed by one

intal.

clock relative to the burst read cycle. HIG[4:0] are
driven to PCMWQ (Post CPU-to-Memory Write Bufi-
er Qword) only when the PCMC is programmed for a
write-through write policy. When programmed for
write-back mode, the modified bit associated with
the line is set within the PCMC. The single write is
very similar to the first write in a burst write. CADS #
is asserted in the second clock. BRDY# and
CWE(7:0] # are asserted in the third clock. A burst
read cycle followed by a pipelined single write cycle
is depicted in Figure 31.

HCLK S \  \ \ N\ y A A N
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A[31:3) —X
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CA[6:5] X
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CADV# __ /T
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CWE(7:0]# \ [
HIG(4:0} NOPC PCMWQ X_NOPC
290479-32

Figure 30. Burst Write to Second Level Cache with Burst SRAM (82434LX)
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Figure 31. Burst Read Followec by Pipelined Single Write Cycle with Burst SRAM (82434L.X)
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5.1.3.3 Cache Line Fill (82434LX' Figure 33 depicts a CPU read cycle which forces a
write-back in the second level cache.

If the CPU issues a memory read cycle to cacheable

memory which does not hit in the second level

cache, a cache line fill occurs. Figure 32 depicts a

first and second level cache line fill with burst

SRAMSs.
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Figure 32. Cache Line Fill with Burst SRAM, DRAM Page Hit, 7-4-4-4 Timing (82434L.X)
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Figure 33. CPU Cache Read Miss, Write-Back, Line Fill with Burst SRAM (82434LX)

The CPU issues a memory read cycle whicn misses
in the second level cache. In this instance, a modi-
fied line in the second level cache must be written
back to main memory before the new line can be
filled into the cache. The PCMC inspects the valid
and modified bits for each of the lines within the
addressed sector and writes back oaly the valid

ADVANGCE INFORMATION

lines within the sector that are marked modified.
CA[6:5] are used to count through the lines within
the addressed sector. When two or more lines must
be written back to main memory, CA[6:5] count in
the direction from line 0 to line 3 after each line is
written back. Figure 29 depicts the case of just one
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of the lines in a sector being written back to main
memory. In this case, the entire line can be posted in
the CPU-to-Memory Posted Write Buffer by driving
the HIG[4:0] lines to PCMWQ as each Qword is
read from the cache. At the same time, the required
DRAM read cycle is beginning. After the de-allocat-
ed line is written into the posted write buffer, the
H!G[4:0] lines are driven to CMF (CPU Memory
Read) to aliow data to propagate from the DRAM
data lines to the CPU data lines. Figure 29 assumes
that the read from DRAM is a page hit and thus the
first Qword is already read from the DRAMs when
the transfer from cache to the CPU to Memory post-
ing buffer is complete. The rest of the DRAM cycle
completes at a -4-4-4 rate. CADV # is asserted with
the last three BRDY # assertions. CMR is driven on
the HIG[4:0] lines throughout the DRAM read por-
tion of the cycle. Upon the fourth assertion of
BRDY # the HIG[4:0] lines change to NOPC.

PEN# is asserted as shown if the MCHK DRAM/L.2
Cache Data Parity Error bit in the Error Command
Register (offset 70h) is set. If the second level cache
supports parity, PEN# is always asserted during
CPU read cycles in clock 3 in case the cycle hits in
the cache.

if more than one line must be writtan back to main
memory, the PCMC fills the CPU-10-Main Memory
Posted Write Buffer and loads ancther Qword into
the buffer as each Qword write completes into main
memory. The writes into DRAM pro:eed as page hit
write cycles from one line to the next, completing at
a rate of X-4-4-4-5-4-4-4-5-4-4-4 ‘or a three line
write-back when programmed for X-4-4-4 DRAM
write timing or X-3-3-3-4-3-3-3-4-3-3-3 when pro-
grammed for X-3-3-3 DRAM write timing. All modi-
fied lines except for the last one to be written back
to memory are posted and retired t¢ memory before
the DRAM read cycle begins. The last line to be writ-
ten back is posted as the DRAM read cycle begins.
Thus, the read data is returned to the CPU before
the last line is retired to memory.
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The line which was written into the second level
cache is marked valid and unmodified by the PCMC.
All the other lines in the block are marked invalid. A
subsequent CPU read cycle which hits the same

sector (but a different line) in the second level cache
results in a line fill without any write-back.

5.1.4 SNOOP CYCLES

Snoop cycles are the same for the 82434LX and
82434NX. The inquire cycle is used to probe the first
level and second level caches when a PCl master
attempts to access main memory. This is done to
maintain coherency between the first and second
level caches and main memory. When a PCl master
first attempts to access main memory a snoop re-
quest is generated inside the PCMC. The PCMC
supports up to two outstanding cycles on the CPU
address bus at a time. Qutstanding cycles include
both CPU initiated cycles and sncop cycles. Thus, if
the Pentium processor pipelines a second cycle
onto the host address bus, the PCMC will not issue a
snoop cycle until the first CPU cycle terminates. If
the PCMC were to initiate a snoop cycle before the
first CPU cycle were complete then for a brief period
of time, three cycles would be outstanding. Thus, a
snoop request is serviced with a snoop cycle only
when either no cycle is outstanding on the CPU bus
or one cycle is outstanding.

Snoop cycles are performed by driving the PCl mas-
ter address onto the CPU address bus and asserting
EADS#. The Pentium processor then performs a
tag lookup to determine if the addressed memory is
in the first level cache. At the same time the PCMC
performs an internal tag lookup to determine if the
addressed memory is in the second level cache. Ta-
ble 7 describes how a PCl master read from main
memory is serviced by the PCMC.
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Table 7. Data Transfers for PCl Master Reads from Main Memory

Snoop Result

Action

First Level Second Level
Cache Cache
Miss Miss Data is transferred from DRAM to PCI.
Miss Hit Unmodified Line | Data is transferred directly from second level! cache to PCI. The
line remains valid and unmodified in the second level cache.
Miss Hit Modified Line Data is transferred directly from second level cache to PCI. Line

remains valid and modified in the second level cache. The line
is not written to DRAM.

Hit Unmodified Line

Miss

Data is transferred from DRAM to PCI.

Hit Unmodified Line

Hit Unmodiified iine:

Data is transferred directly from second level cache to PCI. The
line remains valid and unmodified in the second level cache.

Hit Unmodified Line

Hit Modified Line

Data is transferred directly from second level cache to PCI. Line
remains valid and modified in the second level cache. The line
is not written to DRAM.

Hit Modified Line

Miss

A write-back from first level cache occurs. The data is sent to
both PCI and the CPU-to-Memory Posted Write Buffer. The
CPU-to-Memory Posted Write Buffer is then written to memory.

Hit Modified Line

Hit Unmodified i.ine

Hit Modified Line

Hit Modified Line

FCI master write cycles never result in a write direct-
ly into the second level cache. A snoop hit to a modi-
fied line in either the first level or secord level cache
results in a write-back of the line to mair memory.
The line is invalidated and the PCl write to main
memory occurs after the write-back compietes. The

ADVANCE INFORMATION

A write-back from first level cache occurs. The data is posted to
PCl and written into the second level cache. When the second
level cache is in write-back mode, the line is marked modified
and is not written to DRAM. When the second level cache is in
write-through mode, the line is posted and then written to
DRAM.

A write-back from first level cache occurs. The data is posted to
PCI and written into the second level cache. The line is not
written to DRAM. This scenario can only occur when the
second level cache is in write-back mode.

other lines in the sector are not written back to main
memory or invalidated. A PC| master write snoop hit
to an unmodified line in either the first level or sec-
ond level cache results in the line being invalidated.
Table B describes the actions taken by the PCMC
when a PCl master writes to main memory.
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Table 8. Data Transfers for PCI Master Writes to Main Memory

Snoop Result

Action

First Level Second Level
Cache Cache
Miss Miss The PCI master write data is transferred from PCl to DRAM.
Miss Hit Unmodifizd Line | The PCl master write data is transferred from PC| to DRAM.
The line is invalidated in the second ievel cache.
Miss Hit Modified Line A write-back from second ievel cache to DRAM occurs. The

PCI master write data is then written to DRAM. The line is
invalidated in the second level cache.

Hit Unmodified Line

Miss

The first level cache line is invalidated. The PC| master write
data is written to DRAM.

Hit Unmodified Line

Hit Unmodified Line

The line is invalidated in both the first level and second level
caches. The PCl master write data is written to DRAM.

Hit Unmodified Line

Hit Modified -.ine

The first level cache line is invalidated. The second level cache
line is written back to main memory and invalidated. The PCI
master write data is then written to DRAM.

Hit Modified Line

Miss

The first level cache line is written back to DRAM and
invalidated. The PC! master write data is then written to DRAM.

Hit Modified Line

Hit Unmodifiad Line

The first ievel cache line is written back to DRAM and
invalidated. The second level cache line is invalidated. The PCI
master write data is then written to DRAM.

Hit Modified Line

Hit Modified ine

The first level cache line is written back to DRAM and
invalidated. The second level cache line is invalidated. The PCI
master write data is then written to DRAM.

A snoop hit results in one of three transters; a write-
back from the first level cache posted to the LBXs, a
write-back from the second level cache posted to

posted to the LBXs and written to the second level
cache. A snoop cycle that does not result in a write-
back is depicted in Figure 34.

the LBXs or a write-back from the first level cache
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Figure 34. Snoop Hit to Unmodified Line in First Level Cache or Snoop Miss

The PCMC begins to service the snoop request by
asserting AHOLD, causing the Pentium processor to
tri-state the address bus in the clock after assertion.
In the case of a PCl master read cycle, the PCMC
drives the DPRA (Drive PCl Read Address) com-
mand onto the HIG[4:0] lines causing the LBXs to
drive the PCl address onto the host address bus.
For a write cycle, the PCMC drives the DPWA (Drive:
PC! Write Address to CPU Address Bus) commanc
on the HIG[4:0] lines, also causing th: LBXs to be-
gin driving the host address bus. The PCMC then
asserts EADS #, initiating the snoop cycle to the
CPU. The INV signal is asserted by tre PCMC only
during snoops due to PCl master writes. INV re-
mains negated during snoops cdue to PGl master
reads. If the snoop results in a hit to @ modified line
in the first level cache, the Pentium processor as-
serts HITM #. The PCMC samples the -ITM# signal
two clocks after the CPU samples EAS# asserted
to determine if the snoop hit in the first level cache.
By this time the PCMC has complated an internal tag
lookup to determine if the line is :n the second level
cache. Since this snoop does not result i a write-
back, the NOPC command is driven or the HIG[4:0]
lines, causing the LBXs to tri-state the address bus.
The sequence ends with AHOLD negetion
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If the Pentium processor asserts ADS# in the same
clock as the PCMC asserts AHOLD, the PCMC will
assert BOFF # in two cases. First, if the snoop cycle
hits a modified line in the first level cache, the PCMC
will assert BOFF # for 1 HCLK to re-order the write-
back around the currently sending cycle. Second, if
the snoop requires a write-back from the second lev-
el cache, the PCMC will assert BOFF# to enabie
the write-back from the secondary cache SRAMs.

Figure 35 depicts a snoop hit to a medified line in the
first level cache due to a PCl master memory read
cycle.

The snoop cycle begins when the PCMC asserts
AHOLD causing the CPU to tri-state the address
bus. The PCMC drives the DPRA (Drive PCI Read
Address) cormmand on to the HIG[4:0] lines causing
the LBXs to drive the PCl address onto the host ad-
dress bus. The PCMC then asserts EADS #, initiat-
ing the snoop to the first level cache. INV is nct
asserted since this is a PCl master read cycle. INV is
only asserted with EADS# when the snoop cycle is
in response to a PCl master write cycle. As the CPU
is sampling 2ADS # asserted, the PCMC latches the
address. Two clocks later, the PCMC completes the
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Figure 35. Snoop Hit tc Modified Line in First Level Cache, Post Memory and PCi

internal tag lookup to determine if :he lne is in the
second level cache. In this instance, the: snoop hits
a modified line in the first level cact:e and misses in
the second level cache. Thus, the second level
cache is not involved in the write-hack cycle. The
PCMC allows the LBXs to stop driving ‘he address
lines by driving NOPC command on the HIG{4:0]
lines. The CPU then drives the write-bacx cycle cnto
the bus by asserting ADS# and driving the write-
back data on the data lines even ttough AHOLD is
still asserted. The write-back into *he [.BX buffers
occurs at a rate of 3-1-1-1 The PCMC drives
PCMWFQ on the HIG[4:0] lines for one clock caus-
ing the write data to be posted to bcth POl and main
memory. For the next three clocks, the HIG{4:0]
lines are driven to PCMWNQ, postirg the final three
Qwords to both PCl and main memory.

A similar transfer from first level ca::he 1o the LBXs
occurs when a snoop due to a PC! ‘naster write hits
a modified line in the first leve! cacne. in this case,
the write-back is transferred tc the ZPL!-to-Memory
Posted Write Buffer. If the line is in the second level
cache, it is invalidated. The cycle s similar to the
snoop cycle shown above with two 2xceptions. The
PCMC drives the DPWA command >n the HIG[4:0]
lines instead of the DPRA command During the four
clocks where the PCMC drives BRD “ # : ctive to the
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CPU, it also drives PCMWQ on the HIG[4:0] lines,
causing the write to be posted to main memory.

In both of the above cases where a write-back from
the first level cache is required, AHOLD is asserted
until the write-back is complete. If the CPU has be-
gun a read cycle directed to PCl and the snoop re-
sults in a hit to a modified line in the first level cache,
BOFF # is asserted for one clock to abort the CPU
read cycle and re-order the write-back cycle before
the read cycle

When a PCl master read or write cycle hits a modi-
fied line in the second level cache and either misses
in the first level cache or hits an unmodified line in
the first level cache, a write-back from the second
level cache to the LBXs occurs. When a PCl master
write snoop hits an unmodified line in the second
level cache and either misses in the first level cache
or hits an unmodified line in the first level cache, no
data transfer trom the second level cache occurs.
The line is simply invalidated. In the case of a PCI
master write cycle, the line is invalidated in both the
first level and second level caches. In the case of a
PCI master memory read cycle, neither cache is in-
validated. A PCI master read from main memory
which hits either a modified or unmodified line in the
second level cache is shown in Figure 36.
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Figure 36. Snoop Hit to Modified Line in Second Level Cache, Store in PC| Read Prefetch Buffer

The snoop cycle begins with the PCMC asserting
AHOLD, causing the CPU to tr-state the host ad-
dress bus. The PCMC drives the DPRA command
enabling the LBXs to drive the snoop address onto
the host address bus. The PCMC asserts EADS #.
INV is not asserted in this case since the snoop cy-
cle is in response to a PCl master read cycle. If the
snoop were in response to a PCl master write cycle
then INV would be asserted with FADS#. Two
clocks after the CPU samples EADS # active, the
PCMC completes the internal tag Icokuir. In this
case the snoop hit either an unmodified line or a
modified line in the second ievel :acwe. Since
HITM# is inactive, the snoop did not hit n the first
level cache. The PCMC then schadules a read from
the second level cache to be written to the LBXs
When the CPU burst cycle compistes the “CMC ne-
gates the control signals to the secord level cache
and asserts CALE opening the cache address latch
and allowing the snoop address to flow through to
the SRAMs. The second level cach: executes a

I ADVYANGCE INFORMATION

read sequence which completes at 3-2-2-2 in tha
case of standard SRAMs and 3-1-1-1 in the case of
burst SRAMs. During all snoop cycles where a write-
back from the second level cache is required,
BOFF # is asserted throughout the write-back cycle.
This prevents the deadlock that would occur if the
CPU is in the middle of a non-postable write and the
data bus is required for the second level cache
write-back.

When using burst SRAMSs, the read from the SRAMs
follows the FPentium processor burst order. However,
the memory to PCI read prefetch buffer in the LBXs
15 organized as a FIFO and cannot accept data out
of order. The SWB0, SWB1, SWB2 and SWB3 com-
mands are used to write data into the buffer in as-
cending order. In the above example, the PCl master
requests a data item which hits Qword 0 in the
cache, thus CA[4:3] count through the following se-
quence: 0, ", 2, 3 (00, 01, 10, 11). If the PCl mas-
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ter requests a data item that hits Qword 1, the SWBO
command is sent via the HIG[4:C] lines to store
Qword 1in the first buffer location The next read
from the cache is not in ascending order, thus a
NOPC is sent on the HIG[4:0] lines. This Qword is
not posted in the buffer. The next read from the
cache is to Qword 3. SWB2 is sent on the HIG[4:0]
lines. The final read from the cache is Qword 2.
SWB1 is sent on the HIG{4:0] lines. Thus, Qword 1
is placed in entry 0 in the buffer, Qword 2 is placed
in entry 1 in the buffer and Qword 3 :s placed in entry
2 in the buffer. The ordering betwsen the Qwords
read from the cache and the HIG{4:0] commands
when using burst SRAMs is summarized in Table 9.

Table 9. HIG[4:0] Command Sequence for
Second Level Cache to PCI Master Read
Prefetch Buffer Trans:ferr

Burst Order HIG[4:0] Command
from Cache Sequence
0,123 SWBO0, swB1,
SWB2, SWB3
1,0,3,2 SWBO0, NOPC,
SWB2, SWB1
2,3,0,1 SWBO0, SWB1,
NOPC, NOPC
3,2,1,0 SWB0, NOPC,
NOPC, NOPC
1-1562
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When using standard asynchronous SRAMSs, the
read from the SRAMs occurs in & linear burst order.
Thus, CAA[4:3] and CAB[4:3] count in a linear burst
order and the Store Write Buffer commands are sent
in linear order. The burst ends at the cache line

boundary and does not wrap around and continue
with the beginning of the cache line.

A PCl master write cycle which hits a modified line in
the second level cache and either hits an unmodified
line in the first level cache or misses in the first level
cache will also cause a transfer from the second
level cache to the LBXs. In this case, the read from
the SRAMs is posted to main memory and the line is
invalidated in the second level cache. The cycle
would differ only slightly from the above cycle. INV
would be asserted with EADS#. Instead of the
DPRA command, the PCMC would use the DPWA
command to drive the snoop address onto the host
address bus. The write would be posted to the
DRAM, thus the PCMC would drive the PCMWQ
command on the HIG[4:0] lines to post the write to
DRAM.

A snoop cycle can result in a write-back from the
first level cache to both the second level and LBXs
in the case of a PCl master read cycle which hits a
modified line in the first level cache and hits either a
modified or unmodified line in the second level
cache. The line is written to both the second level
cache and the memory to PCl read prefetch buffer.
The cycle is shown in Figure 37.
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Figure 37. Snoop Hit to Modified Line in First Level Cache, Write-Back from First Level Cache to
Second Level Cache and Send to PCI

This cycle is shown for the case of a second level
cache with burst SRAMs. In this case, as it com-
pletes the second level cache tag lookup, the PCMC
samples HITM# active. The write-back is written to
the second level cache and simultaneously stored in
the memory to PCl prefetch buffer. In the case
shown in Figure 33, the PCI master requests a data
item which is contained in Qword @ of the cache line.
Note that a write-back from the first level cache al-
ways starts with Qword 0 and finishes with Qword 3.
Thus the HIG[4:0] lines are sequenced through the
following order: SWBO0, SWB1, SWB2, SWB3. If the
PCI master requests a data item which is contained
in Qword 1, the HIG[4:0] lines sequence through the

I ADYANCEE INFORMATICN

foliowing order: NOPC, SWB0, SWB1, SWB2. If the
PCI master requests a data item which is contained
in Qword 2, the HIG[4:0] lines sequence through the
following order: NOPC, NOPC. SWB0, SWB1. If the
PCI master requests a data item which is contained
in Qword 3, the HIG[4:0] lines sequence through the
following order: NOPC, NOPC, NOPC, SWBO.
AHOLD is nagated after the write-back cycle is com-
plete.

If the CPU has begun a read cycle directed to PCI
and the snoop results in a hit to a modified line in the
first level cache, BOFF # is asserted for one clock to
abort the CPU read cycle and re-order the write-
back cycle before the pending read cycle.
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5.1.5 FLUSH, FLUSH ACKNOWLEDGE AND
WRITE-BACK SPECIAL,CYCLES

There are three special cycles that affect the second
level cache, flush, flush acknowladge, and write-
back. If the processor executes an INVD instruction,
it will invalidate all unmodified first level cache lines
and issue a flush special cycle. If the processor exe-
cutes a WBINVD instruction. it will write back all
modified first level cache lines, irvalidate the first
level cache, and issue a write-back special cycle fol-
lowed by a fiush special cycle. If the Pentium proc-
essor FLUSH# pin is asserted, the CPU will write-
back all modified first level cache lines, invalidate
the first level cache, and issue a flush acknowledge
special cycie.

The second level cache behives the same way in
response to the flush special cycle and flush ac-
knowledge special cycle. Each tag is read and the
valid and modified bits are examired. If the line is
both valid and modified it is written back to main
memory and the valid bit for that line is reset. All
valid and unmodified lines are simply marked invalid.
The PCMC advances to the rext tag when all lines
within the current sector have bdeen examined.
BRDY # is returned to the Pentium processor after
all modified lines in the second level cache have
been written back to main memory and all of the
valid bits for the second level cache are reset. The
sequence of write-back cycles will :anly be interrupt-
ed to service a PCI master cycle.

The write-back special cycle is ignored by the PCMC
because all modified lines will be written back to
main memory by the following flush special cycle.
Upon decoding a write-back spsacial cycle, the
PCMC simply returns BRDY # to the Pentium proc-
essor.

5.2 82434NX Cache
maawxmcmgmwsamgh performanc
write-back second level mﬁm tag FAM

TMGWNX PC&Iprpomad!rectmpedsec
ondary cache. The PCMC contains 4086 tags. Each
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6.0 DRAM INTERFACE

This section describes the DRAM :nterface for the
824341.X DRAM Interface (Section 6.1) and the
82434NX DRAM Interface (Section 6.2). The differ-
ences are in the following areas:

1. Increased maximum DRAM memory size to
512 MBytes. An extra address :ine (MA11) has
been added to the 82434NX.

2. Two additional RAS# lines for a total of eight
(RAS[0:7] #.

3. Addition of 50 MHz host-bus optimized DRAM
timing sets. Thus, the 82434LX supports 60 and
66 MHz frequencies and the 82434NX supports
50, 60, and 66 MHz.

6.1 82434LX DRAM Interface

The 82434LX PCMC integrates a high performance
DRAM controller supporting from 2--192 MBytes of
main memory. The PCMC generates the RAS#,
CAS#, WE# and multiplexed addresses for the
DRAM array, while the data path to DRAM is provid-
ed by two 82433LX LBXs. The DRAM controller in-
terface is fully configurable through a set of control
registers. Complete descriptions of these registers
are given in Section 3.0, Register Description. A brief
overview of the registers which configure the DRAM
interface is provided in this section.

The 82434LX controls a 64-bit memory array (72-bit
including parity) ranging in size from 2 MBytes up to
192 MBytes using industry standard 36-bit wide
memory modules with fast page-mode DRAMSs. Both
single- and double-sided SIMMs are supported. The
eleven multiplexed address lines, MA[10:0] allow
the PCMC to support 256K x 36, 1M x 36, and
4M x 36 SIMMs. The PCMC has six RAS# lines an-
abling the support of up to six rows of DRAM. Eight
CAS# lines allow byte control over the array during
read and write operations. The PCMC supports 70
and 60 ns DRAMs. The PCMC DRAM interface is
synchronous to the CPU clock and supports page
mode accesses to efficiently transfe- data in bursts
of four Qwords.

The DRAM interface of the PCMC it configured by

the DRAM Control Mode Register (cffset 57h) and
the six DRAM Row Boundary (DRB) Registers (off-
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sets 60h-65h). The DRAM Control Mode Register
contains bits to configure the DRAM interface for
RAS# modes and refresh options. In addition,
DRAM Parity Error Reporting and System Manage-
ment RAM space can be enabled and disabled.
When System Management RAM is enabled, if
SMIACT # from the Pentium processor is not assert-
ed, all CPU read and write accesses to SMM memo-
ry are directed to PCl. The SMRAM Space Register
at configuration space offset 72h provides additional
control over the SMRAM space. The six DRB Regis-
ters define the size of sach row in the memory array,
enabling the PCMC to assert the proper RAS # line
for accesses to the array.

CPU-to-Memory write posting and read-around-write
operations are enabled and disabled via the Host
Read/Write Buffer Control Register (offset 53h).
PCl-to-Memory write posting is enabled and dis-
abled via the PCl Read/Write Buffer Control Regis-
ter (offset 54h). PC! master reads from main memory
always resuit in the PCMC and LBXs reading the
requested data and prefetching the next seven
Dwords.

Seven Programmable Attribute Map (PAM) Regis-
ters (offsets 59h-5Fh) are used to specify the
cacheability and read/write status of the memory
space between 512 KBytes and 1 MByte. Each PAM
Register defines a specific address area enabling
the system to selectively mark specific memory
ranges as cacheable, read-only, write-only, read/
write or disabled. When a memory range is disabled,
all CPU accesses to that rangs are directed to PCi.

Two other registers also affect the DRAM interface,
the Memory Space Gap Register (offsets 78h-79h)
and the Frame Buffer Range Register (offsets 7Ch-
7Fh). The Memory Space Gap Register is used to
place a logical hole in the memory space between
1 MByte to 16 MBytes to accommodate memory
mapped ISA boards. The Frame Buffer Range Reg-
ister, is used to map a linear frame buffer into the
Memory Space Gap or above main memory. When
enabled, accesses to these ranges are never direct-
ed to the DRAM interface, but are always directed to
PCl.
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6.1.1 DRAM CONFIGURATIONS

Figure 42 illustrates a 12-SIMM conficuration which
supports single-sided SIMMs. A row in the DRAM
array is made up of two SIMMs which share a com-
mon RAS# line. SIMMO and SIMM1 are connected
to RASO# and therefore, comprise rcw 0. SIMM10
and SIMM11 form row 5. Within any given row, the
two SIMMs must be the same size. Among the six
rows, SIMM densities can be mixed in any order.
That is, there are no restrictions on the ordering of
SIMM densities among the six rows.

The low order LBX (LBXL) is connzcted to byte
lanes 5, 4, 1, and 0 of the host and memory data
buses, and the lower two bytes of thi PCI AD bus.
The high order LBX (LBXH) is conrected to byte
lanes 7, 6, 3, and 2 of the host and memory data
buses, and the upper two bytes of th PCI AD bus.
Thus, SIMMs connected to LBXL are connected to
CAS[5:4,1:0]# and SIMMs connected to LBXH are
connected to CAS[7:6, 3:2] #.

The MA[10:0] and WE# lines are externally buff-
ared to drive the large capacitance of the memory
array. Three buffered copies of the MA[10:0] and
WE # signals are required to drive the six row array.

82434LX/82434NX

Figure 43 illustrates a 6-SIMM configuration that
supports either single- or double-sided SIMMs. In
this configuration, single- and double-sided SIMMs
can be mixed. For example, if single-sided SIMMs
are installed into the sockets marked SIMMO and
SIMM1, then RASO# is connected to the SIMMs
and RAS1# is not connected. Row O is then popu-
lated and row 1 is empty. Two double-sided SIMMs
could then be installed in the sockets marked
SIMM2 and SIMM3, populating rows 2 and 3.

6.1.2 DRAM ADDRESS TRANSLATION

The 82434LX multiplexed row/column address to
the DRAM memory array is provided by the
MA[10:0] signals. The MA[10:0] bits are derived
from the host address bus as defined by Table 12.

MA[10:0] are translated from the host address
A[24:3] for all memory accesses, except those tar-
geted to memory that has been remapped as a re-
sult of the creation of a memory space gap in the
lower extended memory area. In the case of a cycle
targeting remapped memory, the least significant
bits come directly from the host address, while the
more significant bits depend on the memory space
gap start address, gap size, and the size of main
memory.

Table 12. DRAM Address Transiation

——— —

Memory Address, | 10 9 | 8 7 6 5 4 3 2 1 0
MA[10:0} L

Row Address A24 | A22 | A20 | A19 | A18 | A17 | A16 | A15 | A14 | A13 | A12
Column Address A23 | A21 | A1 | A10 | AS | A8 | A7 | AB | A5 | A4 | A3
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The figure shows the connections for the 8:434LX. For the 82434NX, there are two additional RAS lines (RAS[7:6] #)
and one additional address line (MA11)

290479-51

Figure 42. 82434LX DRAVM Configuration Supporting Single-Sided SIMMs
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PCMC
CAS[T:0ff |———— —— — »
l CAS[7:6,3:2)# lCAS[S:AJ:O]#
RASO# ————— —— — CAS[3:0)# CAS[3:0]#
RAST# ———————~ L p|RAS0#,RAS2# SiMMO | RASOK,RASZE o MMI
ey | —>|RasiAasas > |RAS1#,RAS3#
RAS4# ——— { > (AD00] ooy e) opisio A% prariie) ppasio)
RASS# —————ﬂ | +»|WE¥ pp[3:2] DP[1:0] ->|WE¥ DP[3:2] DP[1:0] 1
BWE# |
WE# P '
MA[10:0] - | euattc :
: CAS[3:0]# SINM2 CAS[3:0# SIMMS
RASO#,RAS2# RASO#,RAS2#
L RAS1#,RAS3# RAS1#,RAS34

¢ AN0DL by ppsiop [P AN prarie) ppisio)
L

WE#  pp[3:2] DP[1:0] WE#  pp[3:2) DP[1:0]

R

CAS[3:0)# CAS[3:0]#

vYVY

SIMM5

SIMM4
L —. | »|RASO#RAS2# - |RASO# RAS2#
.l »|RAS1#RAS3# | |RAST#,RAS3#
A[10:0 A[10:0
> A0 o6y ppsco) [ A% brarie) ppis:o)
-—|WE#  pp[3:2] DP[1:0] - |WE#  DP[3:2] DP[1:0]

4
PC! :tli)d[;s::;Data . l- r____-j I I

4 MD;{31:16] MD[15:0) MD[31:16] MD[15:0]
i LBXH MP{3:2]  MP[1:0] LBXL MP[3:2]  MP[1:0]
| AD[31:16) AD[15:0]
‘ > | ADDSOL peie ppsog [T APUSO hiaiie) Dp1sg)
HP[3:2]  HP[1:0] HP[3:2]  HP{1:0]
D63 48] 4 D[31:16) p[a7:32] 4 D[15:0]
Host Data DP[::6) DP[3:2] DP[5:4] | DP[1:0]
D{63:0] I . L
DP[7:0]
290479-52

NOTE:
The figure shows the connections for thi: 82434LX. For the 82434NX, there are two additional RAS lines (RAS[7:6] #)
and one additional address line (MA11).

Figure 43. 82434LX DRAM Configuration Supporting Single- or Double-Sided SIMMs
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6.1.3 CYCLE TIMING SUMMARY

The 824341 X PCMC DRAM perforinance is summa-
rized in Table 13 for ali CPU read «nd write cycles.

intel.

Table 14. Refresh Cycle Performance

—
CAS # before

Table 13. CPU to DRAM Performant__:e Summary

T

Refresh Hidden [RAS# only

Type Refresh|Refresh RAS #
Single 12 13 14
Burst of Four 48 52 56

Burst, Single,
Cycle Type x-4-4-4 = x-4-4-4
Timing  Timing
Read Page Hit 7-4-4-4 7
Read Row Miss 11-4-4 4 1
Read Page Miss 14-4-4 4 14
Posted Write, WT L2 5-1-1-1 3
Posted Write, WB L2 4-1-1-1 4
Write Page Hit 12-4-4 4 12
E —_— e | e ey
Write Row Miss 13-4-4.4 13
Write Page Miss 165-4-4 4 16
0-Active RAS # )-4-4. 4 10
Mode Read
D —
0-Active RAS # 12-4-4-4 12
Mode Write

CPU writes to the CPU-to-Memcry Fosted Write
Buffer are completed at 3-1-1-1 when the second
level cache is configured for write-through mode and
4-1-1-1 when the cache is configuriad for write-back
mode. Table 14 shows the refrest performance in

CPU clocks
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6.1.4 CPU TO DRAM BUS CYCLES

This section describes the CPU-to-DRAM cycles for
the 82434LX.

6.1.4.1 Read Page Hit

Figure 44 depicts a CPU burst read page hit from
DRAM. The 82434LX PCMC decodes the CPU ad-
dress as a page hit and drives the column address
onto the MA[10:0] lines. CAS[7:0] # are then assert-
ed to cause the DRAMSs to latch the column address
and begin the read cycle. CMR (CPU Memory Read)
is driven on the HIG[4:0] lines to enable the memory
data to host data path through the LBXs. The PCMC
advances the MA[1:0] lines through the Pentium
processor burst order, negating and asserting
CAS[7.0]# to read each Qword. The host data is
latched on the falling edge of MDLE, when
CAS|[7:0] # are negated. The latch is opened again
when MDLE is sampled asserted by the LBXs. The
LBXs tri-state the host data bus when HIG[4:0]
change to NOPC and MDLE rises. A single read
page hit from DRAM is similar to the first read of this
sequence. The HIG[4:0] lines are driven to NOPC
when BRDY # is asserted.
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Figure 44. Burst DRAM Read Cycle-Page Hit
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6.1.4.2 Read Page Miss

Figure 45 depicts a CPU burst read page miss from
DRAM. The 82434LX decodes the CPU address as
a page miss and switches from initially driving the
column address to driving the row address on the
MA[10:0] lines. RAS# is then negated to precharge
the DRAMs and then asserted to cause the DRAMs
to latch the new row address. The PCMC then
switches the MA[10:0] lines to drive the column ad-
dress and asserts CAS[7:0]#. CMR (CPU Memory
Read) is driven on the HIG[4 0] lires to enable the
memory data to host data path through the LBXs.

intgl.

The PCMC advances the MA[1:0] lines through the
Pentium processor burst order, negating and assert-
ing CAS[7:01 # to read each Qword. The host data is
latched on the falling edge of MDLE, when
CAS[7:0] # are negated. The latch is opened again
when MDLE is sampled asserted by the LBXs. The
LBXs tri-state the host data bus when HIG[4:0]
change to NOPC and MDLE rises. A single read
page miss from DRAM is similar to the first read of
this sequence. The HIG[4:0] lines are driven to
NOPC when BRDY # is asserted.

\
Hek ANNANANNNNANNNNANNNANANNNNANN
ADS# '\_/ t : :
A[31:3] 6 :
MA[10:0]? RESS oL EaLT X Tora ) Tora )
MAB([10:0] i wiADfDHjLng;_XiQ_OL] coL Z] o3 toia
CASH | - — N\ SN /T
MD[63:0] ' &!5 w Q_VB.__
MOLE f ;r / -f \_/ /
HIG[4:0] | &or:a )("_"‘” ; CMR NOBC
HD(63:0] : _..-_..q : o;:v 1X Q{N: AQwW Qw‘)
BRDY# * E i \_J a
' ; 290479-54
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Fijure 45. DRAM Read Cycle-Page Miss
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6.1.4.3 Read Row Miss

Figure 46 depicts a CPU burst read row miss from
DRAM. The 82434LX decodes the CPU address as
a row miss and switches from initially driving the col-
umn address to driving the row address on the
MA[10:0] lines. The RAS # signal that was asserted
is negated and the RAS# for the currently accessed
row is asserted. The PCMC then switches the
MA[10:0] lines to drive the column address and as-
serts CAS[7:0] #. CMR (CPU Memory Read) is driv-
en on the HIG[4:0] lines to enable the memory data

82434LX/82434NX

to host data path through the LBXs. The PCMC ad-
vances the MA[1:0] lines through the Pentium proc-
essor burst order, negating and asserting
CAS[7:0] # to read each Qword. The host data is
latched on the falling edge of MDLE, when
CAS[7:0] # are negated. The latch is opened again
when MDLE is sampled asserted by the LBXs. The
LBXs tri-state the host data bus when HIG[4:0]
change to NOPC and MDLE rises. A single read row
miss from DRAM is similar to the first read of this
sequence. The HIG[4:0] lines are driven to NOPC
when BRDY # is asserted.

netk NUNNNANNNANNNNANNNNNNNNNNNNN
ADSH "\__/
A[31:3] : ; C
MA[10:0] X"_c'vz:x_ oL 1iX T ) ST oL 4 X
MAB[10:0] X; nowi céu COL 2 %of.a c&Lif '
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CAS# \. VAR /N / /T
MD[63:0] W1) W F) oW 3+
MDLE i/ / / i/
HIG[4:0] NOPC QM—FI NOPC
HD[63:0} ( (oW (AW 2T awsiX Oﬂf)-
BRDY#
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Figure 46. Burst DRAM Read Cycle-Row Miss
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6.1.4.4 Write Page Hit

Figure 47 depicts a CPU burst wiite page hit from
DRAM. The 82434LX decodes the CPU write cycle
as a DRAM page hit. The HIG[4:C] lines are driven
to PCMWQ to post the write to the LBXs. In the fig-
ure, the write cycle is posted to the CPU-to-Memory
Posted Write Buffer at 4-1-1-1. The write is posted at
4-1-1-1 when the second level cache is configured
for a write-back policy. The write is posted to DRAM
at 3-1-1-1 when the second level cache is config-

intel.

ured for a write-through policy. When the cycle is
decoded as a page hit, the PCMC asserts WE # anc!
drives the RCMWQ command on MIG[2:0] to enable
the LBXs to drive the first Qword of the write ontc
the memory data lines. MEMDRY is then driven tc
cause the LBXs to continue to drive the first Qworc
for three more clocks. CAS[7:0] # are then negated
and asserted to perform the writes to the DRAMs as
the MAI[1:0}] lines advance through the Pentium
processor burst order. A single write is similar to the
first write of the burst sequence. MIG[2:0] are driven
to NOPM in the clock after CAS[7:0] # are asserted.
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Figure 47. Burst DRAM Write Cycle-Page Hit
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6.1.4.5 Write Page Miss

Figure 48 depicts a CPU burst write page miss to
DRAM. The 82434LX decodes the CPU write cycle
as a DRAM page miss. The HIG[4:0] lines are driven
to PCMWQ to post the write to the LBXs. In the fig-
ure, the write cycle is posted to the CPU-to-Memory
Posted Write Buffer at 4-1-1-1. The write is posted at
4-1-1-1 when the second level cache is configured
for a write-back policy. The write s posted to DRAM
at 3-1-1-1 when the second level cache is config-
ured for a write-through policy. When the cycle is
decoded as a page miss, the PCMC switches the
MA[{10:0] lines from the column address 0 the row
address and asserts WE#. The PCMC drives the

82434LX/82434NX

RCMWQ command on MIG[2:0] to enable the LBXs
to drive the first Qword of the write onto the memory
data lines. MEMDRYV is then driven to cause the
LBXs to continue to drive the first Qword. The RAS #
signal for the currently decoded row is negated to
precharge the DRAMs. RAS# is then asserted to
cause the DRAMs to latch the row address. The
PCMC then switches the MA[10:0] lines to the col-
umn address and asserts CAS[7:0] # to initiate the
first write. CAS[7:0] # are then negated and assert-
ed to perform the writes to the DRAMs as the
MA{1:0] lines advance through the Pentium proces-
sor burst order. A single write is similar to the first
write of the burst sequence. MIG[2:0] are driven to
NOPM in the clock after CAS[7:0] # are asserted.
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Figure 48. Burst DRAM Write Cycle-Page Miss
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6.1.4.6 Write Row Miss

Figure 49 depicts a CPU burst write row miss to
DRAM. The 82434LX decodes the CPU write cycls
as a DRAM row miss. The HIG[4:0] lines are driven
to PCMWQ to post the write to the LBXs. In the fig-
ure, the write cycle is posted to the CPU-to-Memory
Posted Write Buffer at 4-1-1-1. The write is posted at
4-1-1-1 when the second level cache is configured
for a write-back policy. The write is posted to DRAM
at 3-1-1-1 when the second level cache is config-
ured for a write-through policy. When the cycle is
decoded as a row miss, the PCMC negates the al-
ready active RAS# signal, switches the MA[10:0]
lines from the column address to the row address

intel.

and asserts the RAS# signal for the currently de-
coded row. The PCMC asserts WE# and drives the:
RCMWQ command on MIG[2:0] to enable the LBXs;
to drive the first Qword of the write onto the memory
data lines. MEMDRYV is then driven to cause the
LLBXs to continue to drive the first Qword. The PCMC
then switches the MA[10:0] lines to the column ad-
dress and asserts CAS[7:0]# to initiate the first
write. CAS[7:0] # are then negated and asserted tc
perform the writes to the DRAMs as the MA[1:0]
lines advance through the Pentium processor burst
order. A single write is similar to the first write of the
burst sequence. MIG[2:0] are driven to NOPM in the
clock after CAS[7:0] # are asserted.
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Figu-e 49. Burst DRAM Write Cycle-Row Miss
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6.1.4.7 Read Cycle, 0-Active RAS# Mode

When in 0-active RAS# mode, every CPU cycle to
DRAM results in a RAS# and CAS# sequence.
RAS# is always negated after a cycie completes.
Figure 50 depicts a CPU burst read cycle from
DRAM where the 82434LX is configured for O-active
RAS# mode. When in O-active RAS# mode, the
PCMC defaults to driving the row address on the
MA[10:0] lines. The PCMC asserts the RAS # signal
for the currently decoded row causing the DRAMSs to
latch the row address. The PCMC ther. switches the
MA[10:0] lines to drive the column address and as-
serts CAS[7:01#. CMR (CPU Memory Read) is driv-

82434LX/82434NX

en on the HIG[4:0] lines to enable the memory data
to host data path through the LBXs. The PCMC ad-
vances the MA[1:0] lines through the Pentium proc-
essor burst order, negating and asserting
CAS[7:0]# to read each Qword. The host data is
latched on the falling edge of MDLE, when
CAS[7:0]1# are negated. The latch is opened again
when MDLE is sampled asserted by the LBXs. The
LBXs tri-state the host data bus when HIG[4:0]
change to NOPC and MDLE rises. A single read row
miss from DRAM is similar to the first read of this
sequence. The HIG[4:0] lines are driven to NOPC
when BRDY # is asserted. RAS# is negated with
CAS[7:0] #.
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Figure 50. Burst DRAM Read Cycle, 0-Active RAS# Mode
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6.1.4.8 Write Cycle, 0-Active RAS # Mode

When in 0-active RAS# mode, every CPU cycle to
DRAM results in a RAS# and CAS# sequence.
RAS# is always negated after a cycle compietes.
Figure 51 depicts a CPU Burst Write Cycle to DRAM
where the 82434L.X is configured for O-active RAS #
mode. The HIG[4:0] lines are driven to PCMWGQ to
post the write to the LBXs. In the figure, the write
cycle is posted to the CPU-to-Memory Posted Write
Buffer at 4-1-1-1. The write is posted at 4-1-1-1
when the second level cache is configured for a
write-back policy. The write is posted to DRAM at
3-1-1-1 when the second level cache is configured
for a write-through policy. When in O-active RAS #
mode, the PCMC defaults to driving the row address

intgl.

on the MA[10:0] lines. The PCMC asserts the RAS #
signal for the currently decoded row causing the:
DRAMs to latch the row address. The PCMC asserts;
WE# and drives the RCMWQ command orn
MIG[2:0] to enable the LBXs to drive the first Qworc
of the write onto the memory data lines. MEMDRYV is.
then driven to cause the LBXs to continue to drive
the first Qword. The PCMC then switches the
MA[10:0} lines to the column address and asserts
CAS[7:0] # to initiate the first write. CAS[7:0] # are
then negated and asserted to perform the writes tc
the DRAMs as the MA[1:0] lines advance througt
the Pentium processor burst order. A single write is
similar to the first write of the burst sequence
MIG[2:0] are driven to NOPM in the clock after
CASI[7:0] are asserted.

LU AVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAV]
apst i\ / : :
A[31:3)
MA[10:0] X noyv X coL 1 C.OL 2 coL 3 coL4
MAB[10:0] { ;ow cou 2:01. iz c0Li 3 C(;L 4 )q:
RAS#H A
WE# \ /[
WEB# /'
case ‘ \ /N ERN aV g
MD{63:0) Qw1 ¢ Xi Qw2  Xi Qw3 X: awa )
RCMWQ RCMWQ ACMWQ RCMWQ
MIG[2:0) NOPM "7 XMEMDRV) MEMDRV D(I'usunnv :)Qusupnv X iNOPM
HIG([4:0] NOPiC X_,_PCwwa NOF;C } ——
HD{83:0] {"aw1 .-,"
snovs il =
290479-60
Figure 51. Burst DRAM Write Cycle, 0-Active RAS # Mode N
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6.1.5 REFRESH

The refresh of the DRAM array can be performed by
sither using RAS#-only or CAS # -before-RAS# re-
fresh cycles. When programmed for GAS #-before-
AAS# refresh, hidden refresh cycles are initiated
when possible. RAS # only refresh can be used with
any type of second level cache configuration (i.e., no
sacond level cache is present, or either a burst
SRAM or standard SRAM second levei cache is im-
alemented). CAS #-before-RAS # refresh can be en-
abled when either no second level cache is present
or a burst SRAM second level cache s implement-
2d. CAS #-before-RAS # refresh should not be used
‘when a standard SRAM second level cache is imple-
Tiented. The timing of internally generated refresh
cycles is derived from HCLK and is independent of
any expansion bus refresh cycles.

The DRAM controller contains an internal refresh
simer which periodically requests the re:fresh control
logic to perform either a single refresh or a burst of
‘our refreshes. The single refresh intenval is 15.6 us.
The interval for burst of four refreshes is four times
the single refresh interval, or 62.4 us. The PCMC is
configured for either single or burst oi four refresh
and either RAS#-only or CAS# -before-RAS# re-
fresh via the DRAM Control Register (offset 57h).

To minimize performance impact, refre:sh cycles are
partially deferred until the DRAM interface is idle.
The deferment of refresh cycles is limited by the
DRAM maximum RAS# low time of 100 us. Refresh
cycles are initiated such that the RAS # maximum
low time is never violated.

I ADYANCE INFORMATION
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Hidden refresh cycles are run whenever all eight
CAS+# lines are active when the refresh cycle is in-
ternally requested. Normal CAS # -before-RAS # re-
fresh cycles are run whenever the DRAM interface is
idle when the refresh is requested, or when any sub-
set of the CAS# lines is inactive as the refresh is
internally requested.

To minimize the power surge associated with re-
freshing a large DRAM array the DRAM interface
staggers the assertion of the RAS# signals during
both CAS#-before-RAS# and RAS #-only refresh
cycles. The order of RAS# edges is dependent on
which RAS # was most recently asserted prior to the
refresh sequence. The RAS# that was active will be
the last to be activated during the refresh sequence.
All RAS[5:0]# lines are negated at the end of re-
fresh cycles, thus, the first DRAM cycle after a re-
fresh sequence is a row miss.

6.1.5.1 RAS #-Only Refresh-Single

Figure 52 depicts a RAS #-only refresh cycle when
the 82434LX is programmed for single refresh cy-
cles. The diagram shows a CPU read cycle complet-
ing as the refresh timing inside the PCMC generates
a refresh request. The refresh address is driven on
the MA[10:0! lines. Since the CPU cycle was to row
0, RASO# is negated. RASt # is the first to be as-
serted. RAS2# through RASS5# are then asserted
sequentially while RASO# is driven high, precharg-
ing the DRAMs in row 0. RASO# is then asserted
after RAS5#. Each RAS# line is asserted for six
host clocks.
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Figure 52. RAS # Only Refresh-Single
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5.1.5.2 CAS #-before-RAS # Refresh-Single less than a Qwaord, therefore a hidden refresh is not

initiated. After the CPU read cycle completes, all of
Figure 53 depicts a CAS # -before-RAS # refresh cy- the RAS# and CAS# lines are negated. The PCMC
cle when the 82434LX is programmed for single re- then asserts CAS[7:0]# and then sequentially as-
fresh cycles. The diagram shows a CPU read cycle serts the RAS# lines, starting with RASt# since
sompleting as the refresh timing inside the PCMC RASO# was the last RAS# line asserted. Each
Jenerates a retresh request. The CPU read cycle is RAS# line is asserted for six clocks.

TATAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAY
aose | \ ./ T
A[31:3]
MA[10:0] COELU"'}
MAB[10:0] X %OLQ”N—WX ‘
RASO# i :\
CAS[TOM | :: RERAN 1 /
BRDY# VAR P
TNy
RAS2# \ % /i
RAS3# . L /o
RASe# | : 4\ /
Rasse SR A U S
29047962

Figure 5. CAS # -before-RAS # Refresh-sir;éle
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6.1.5.3 Hidden Refresh-Single

Figure 54 depicts a hidden refresh cycle which takes
place after a DRAM read page hit cycle. The dia-
gram shows a CPU read cycle completing as the
refresh timing inside the 82434LX generates a re-
fresh request. The CPU read cycle is an entire

intgl.

Qword, therefore a hidden refresh is initiated. After
the CPU read cycle completes, RAS# is negated,
but all eight CAS# lines remain asserted. The
PCMC then sequentially asserts the RAS# lines,
starting with RAS1 # since RASO# was the last ac-
tive RAS# line. Each RAS# line is asserted for six
clocks.

VNV VNV Y

AN

aos# i\ i/ b

A[31:3] X

MA[10:0]{ X COLUMN X

MAB[10:0] )(—ééLuMN X

RASO# S

CAS[T:0]# &

BRDY# \___ /

RAS1# : ‘

RAS2# T

RAS3#

RAS4#

RASS#

\ /

290479-63
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Figure 54. Hidden Refresh-Single
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5. Modified 'MA[11:0]. timing to- provide more

MA{% 1:0] setup time to-CAS[7:0]1 # assertion.

s.a.: DRAM ADDRESS TRANSLATION

- The MA[11:0] lines are transiated from the host ad-
. dress lines A126:3] for all mermory accesses, except

those targeted to memiory that has been remappaed

. - a8 arasult of the creation of a memory space gap in
- the lower extended memory area’ I the case of a

rermapped memory, the least sigaifi-

cycle targeting
. cant bils come directly from the host address, while
- the more significant bits depend on. the memary

space: gap start address, gap size, and the size of
main memory,

Table 15. DRAM Address Translation

Memory Address 11 10 9 8 7 6 5 4 3 2 1 0
MA[11:0]

Column Address A25 | A23 | A21 | A11 | A10 | A9 A8 A7 A6 A5 A4 A3

Row Address A26 | A24 | A22 | A20 | A19 | A1B | A17 | A16 | A15 | A14 | A13 | A12

' ADVANCE INFORMATION
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622 CYCLE TIMING SUMMARY
The 82434NX PCMC hama

mmmﬁrmm“
sertion. ms;ofeam oH

Read (Page Hit/Row Miss/
‘Page Miss)

Posted Write

Write (Page Hit/Row Miss/

Page Miss) ; ol

0-Active RAS # | 9333 e

Mode Reads ‘

O-Active RAS# 8-3-3-3
Mode Writes

NOTES:
1. Single cycle timings are. identical fo  these lsadoft
bk,

anon?.w&&»a

10/11/13-3-3-3
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m&zxm_m Read Page tit
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CPU. BRDY # s then asserted. When MDLE is neg-
ated, the LBX continues to. drive the lalched

o HDI63:0] to ensure that the data hold time to
- owelr

4mmmmm A single read page hit from

:0]# is met for standard SRAMS. The LBXs
the host data bus when HIG4:0] change to

gimilar 1o the first read of this sequence.

. DRAM is
~ The HiG[4:0] lines are driven to NOPC when the last

saaw isassortad

. The diagram also shows the typical control signal
The: . timing for a burst SHAM line fill oparation. Note that

CGS# inactive will mask any new ADS# {caused by

bus. f;ﬁww\# assertion) to the burst SRAMs.

29047964

Figure 55. Burst DRAM Read Cycle-Page Hit
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6.2.3.2 Burst DRAM Read Page Miss

miss cycle. The B2434NX decodes the (
as a page miss and swmmmwiymm
column address to ﬂdvﬁsg ths row ¢ |

the DﬁAMs and ﬂmn a&smad 10
DRAM row address. The PCMC then

MAhm}mwdmmemmmmm@
serts CAS[7:0} #. CMR (CPU Memory Read) is driv-
anonmaﬁistltollm:cmahhmm data:

 When

intel.

vances the MA[1:0] lines through the microproces-

Ceeisee - gor burst order, negating and asserting CAS[7:01#
FWE&@M&@U&MMWnW‘ o

1o read sach Qword. The MD{83:0] data is sampled

‘;-»mmmmmxswnenumsismm and
- driven on the host bus the following cycle 1o meet

the setup time of the CPU. BRDY # is then asserted.
MDLE s . the LBX continues to drive
the latched HD[63:0] to ensure that the data hold

- titne to CWE[7:0] # is met for standard SRAMs. The
. LBXs #i-state the host data bus when HIG[4:0]
feh&nge 16 NOPC and MDLE rises. The HiGI4:0]
: tims are driven 10 NOPC when the last BRDY# is

hhhhhi
!
.?-

Figure 56. Burst DRAM Read Cycie-Page Miss
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essor - burst order, negating and = asserting
CAS[7:01# to read each Qword. The MD[63:0] data
is sampled with HCLK .in the 1.BXs when MDLE is
asserted, and driven on the host bus the following
cycle to meet the setup time of the CPU. BRDY # is
then asserted. When MODLE is negated, the LBX
continues to drive the latched HDI83:0] to ensure
that the data hold time to:CWE[2:0}# 18 met for
standard SRAMS. The LBXs tri-state the host data
bus when HIG[4:0] change to NOPG and MDLE ris-
0s. A single read row miss from DRAM is similar to
the first read of this sequence. The HIG[4:0] lines
ara driven to. NOPC when the -fast BRDY# i
asssﬂad

29047986

Figure 57. Burst DRAM Read Cycle-How Miss
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whenever.the DRAM interface is idle when the re-
fresh is requested, or when any subset of the CAS #
ﬁmismmasmemﬁmtsmmwma

both CAS#-before-RAS# and Rksi-el'ﬂy W
cycles. The order of RAS# edges is dependent on
Ly whr&:hRAS#mmostrmnﬁymeMp«m&&e

. refresh sequence. The RAS# that was active will be
'mmmmmtmmmmm:wm
All RAS[7:0] # unesarenegateéatmmwm—
o ra;mshmmceammm

8241 RAS#-Only Refresh—Single

- Figumsi dapictsamsﬁmlyWMQm
 'the 82434NX is programmed for sinigle tefresh cy-
> cles. The diagram shows a cycle o 88 the
; | refresh timer inside the PCMC generates a
‘“F&WTMNMMG&S!@MMM
- MAT1:0] lines. Simemewc@emwmwo
RASO# is negated. BAST # ie the first 1o be assert-
s mﬂAsa#mroughRASNmﬂ'mmmdw
. w:,mmmsamnsmmg _pracharging
 the DRAMS in row 0, RASO# is then asserted after
RAS7#. Each RAS# line is asserted for eight host
clocks.

R AR R AR R
| | M—t—t++++++ |
VT T T T T T T

LI
[T T T b+ttt
DY A —

O O O N P2 S B
M T T
— by fr—
Pl

28047970

Figure 61. RAS # -Only Refresh—Single
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; ﬁﬁ& WW Mm Qword, therefore a- hidden refresh is not initiated.
: m*m" Aﬂertheayciecomplates aﬁdﬁaﬁ&ﬁ?and
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&mmmm - o rm a hlddm{ refresh is mte(& m ihe cycle

CAS#
Figm@%ma WWWWMW
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7.0 PCI INTERFACE

The description in this section applies to both the
824341 X and 82434NX.

7.1 PCl Interface Overview

The PCMC and LBXs form a high performance
bridge from the Pentium processor to FCl and from
PC! to main memory. During PCl-fo-main memory
cycles, the PCMC and LBXs act as a target on the
PCl Bus, ailowing PCi masters to read from and
write to main memory. During CPU cycles, the
PCMC acts as a PCl master. The CFU can then read
and write 1/0, memory and configuration spaces on
PCI. When the CPU accesses {/0Q mapped and con-
figuration space mapped PCMC registers, the PCMC
intercepts the cycles and does not forward them to
PCI. Although these CPU cycles do not result in a
PCI bus cycle, they are describec in this section
since most of the PCMC internal registers are
mapped intc PCI configuration space.

7.2 CPU-to-PCI Cycles

7.2.1 CPU WRITE TO PCI

Figure 64 depicts a series of CPU memory writes
which are posted to PCI The CPU nitiates the
cycles by asserting ADS# and drivng the memory
address onto the host address lires The PCMC
asserts NA# in the clock after AD:# .illowing the
Pentium processor to drive another cy ie onto the
host bus two clocks later. The PCMC cecodes the
memory address and drives PCPWL on ‘e HIG|4:0]
lines, posting the host address bis and the iow
Dword of the data bus to the | BXs The PCMC as-
serts BRDY #, terminating the CPU cycie with one
wait state. Since NA# is assartec in he second

1-188
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clock of the first cycle, the Pentium processor does
not insert an idle cycle after this cycle completes,
but immediately drives the next cycle onto the bus.
Thus, the Pentium processor maximum Dword write
bandwidth of 89 MBytes/second is achieved during
back-to-back Dword writes cycles. Each of the fol-
lowing write cycles is posted to the LBXs in three
clocks.

in this example, the PCMC is parked on PCl and
therefore, does not need to arbitrate for the bus.
When parked, the PCMC drives the SCPA command
on the PIG([3:0] lines and asserts DRVPCI, causing
the host address lines to be driven on the PCI
ADI[31:0] lines. After the write is posted, the PCMC
drives the DCPWA command on the PIG[3:0] lines
to drive the previously posted address onto the
AD[31:0] lines. The PCMG then drives DCPWD onto
the PIG[3:0] lines, to drive the previously posted
write data onto the AD[31:0] lines. As this is occur-
ring on PCI, the second write cycle is being posted
on the host bus. In this case, the second write is to a
sequential and incrementing address. Thus, the
PCMC leaves FRAME# asserted, converting the
write cycle into a PCI burst cycle. The PCMC contin-
ues to drive the DCPWD command on the PIG[3:0]
lines. The LBXs advance the posted write buffer
pointer to point to the next posted Dword when
DCPWD is sampled on PIG[3:0] and TRDY# is
sampled asserted. Therefore, if the target inserts a
wait-state by negating TRDY #, the LBXs continue
to drive the data for the current transfer. The remain-
ing writes are posted on the host bus, while the
PCMC and LBXs complete the writes on PCI.

CPU 1/0 write cycles to PCI differ from the memory
write cycle described here in that 1/O writes are nev-
er posted. BRDY # is asserted to terminate the cycle
only after TRDY # is sampled asserted, completing
the cycle on PCI.
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Figure 64. CPU Memory Writes to PCI

7.3 Register Access Cycles

The PCMC contains two registers whizh are mappad
into 1/0 space, the Configuration Space Enable
Register (1/0O port CF8h) and the Turbo-Heset Con-
trol Register (I/0 port CF9hy All other internal
PCMC configuration registers a‘e mupped into PCI
configuration space. Configuration space must be
enabled by writing a non-zero vilue 10 tha Key field
in the CSE Register before accesses to these regis-
ters can occur. These registers are i apped to loca-
tions COOCh through COFFh in PC cunfiguratior

l ADVANGE INFORMATICN

space. If the Key field is programmed with Oh, CPU
I/0 cycles to locations CO00h through CFFFh are
forwarded 10 PCl as ordinary I/0 cycles. Externally,
accesses 1o the 1/0 mapped registers and the con-
figuratior space mapped registers use the same bus
transfer protocol. Only the PCMC internal decode of
the cycle differs. NA# is never asserted during
PCMC corfiguration register or PCl configuration
register actess cycles. See Section 3.2, PCI Config-
uration Space Mapped Registers for details on the
PCMC coniiguration space mapping mechanism.

1-189




82434LX/82434NX

7.3.1 CPU WRITE CYCLE TO PCMC INTERNAL
REGISTER

A write to an internal PCMC register (either CSE
Register, TRC Register or a configuration space-
mapped register) is shown in Figure 65. The cycle
begins with the address, byte enables and status
signals (W/R#, D/C# and M/I0#) being driven to
a valid state indicating an 1/0 write to either CF8h to
access the CSE register, CF9n to access the TRC
Register or COXXh when configurat-on space is en-
abled to access a PCMC internal configuration regis-
ter. The PCMC decodes the cycle and asserts
AHOLD to tri-state the CPU add-ess lines. The
PCMC signals the LBXs to copy «ither the upper
Dword or the lower Dword of the data bus onto the

intgl.

address ‘ines. The PCMC makes the decision on
which Dword to copy based on the BE[7:0] # lines.
The HiG[4:0] lines are driven to DACPYH or
DACPYL depending on whether the lower Dword of
the data bus or the upper Dword of the data bus
needs to be copied onto the address bus. The LBXs
sample the HIG[4:0] command, and drive the data
onto the address lines. The PCMC samples the
A[31:0] lines on the second rising edge of HCLK
after the LBXs begin driving the data. Finally, the
PCMC negates AHOLD and asserts BRDY #, termi-
nating the cycte.

If the write is to the CSE Register and the Key field 1s
programmed to 0000b then configuration space 's
disabled. If the Key field is programmed to a non-
zero value then configuration space is enabled.

- e . _

Mo T
ADS# "'—"'\__‘ . : ' '

A31:3) X T 5y Briving; — IBXALDiving D
A[2:0) < X ' —(

D[63:0] T S

AHOLD . J ; : \

HiG[4:0) DACPYHar DAGPYL — 1 X T NOPC

BRDY# — r S

280479-75

Figure 65. TPU Write to a PCMC Configuration Register
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7.3.2 CPU READ FROM PCMC INTERNAL
REGISTER

A read from an internal PCMC register (either CSE
Register, TRC Register or a configuration space-
mapped register) is shown in Figure 66. The 170
tead cycle is from either CF8h to access the CSE
register, CF9h to access the TRC Register or COXXh
when configuration space is enabled to access a
configuration space-mapped register. The PCMC
decodes the cycle and asserts AHOLD to tri-state

82434LX/82434NX

the CPU address lines. The PCMC then drives the
contents of the addressed register onto the A[31:0]
lines. One byte is enabled on each rising HCLK edge
for four consecutive clocks. The PCMC signals the
LBXs that the current cycle is a read from an internal
PCMC register by issuing the ADCPY command to
the LBXs over the HIG[4:0] lines. The LBXs sample
the HIG[4:0] command and copy the address lines
onto the data lines. Finally, the PCMC negates
AHOLD, and asserts BRDY # terminating the cycle.

S atalalalalalaWabalaWabaWal ol ol
ADS# i/ :
A[31:24] X —-{_ From PCMC =
A[23:16] X s < From éc_vgc ) s SR
A[15:8) X From CPU } {_ m <
A[7:3] X Femcru D { Froim peMC 1
A[2:0] { Fro!m Pcu!|c bs
D[63:0] { )
AHOLD ! i \,
HIG[4:0] NOPG X_ADCPY, X NOPC
BRDY# ! ; S
290479-76

Figure 66. CPU Read from PCMC Configuration Register
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7.3.3 CPU WRITE TO PCI DEVICE
CONFIGURATION REGISTER

In order to write to or read from a PCl device config-
uration register the Key field in the CSE register
must be programmed to a non-zero value, enabling
configuration space. When configuration space is
enabled, PCl device configuration registers are ac-
cessed by CPU 1/0 accesses within the range of
CnxXXh where each PCI device has a unique non-
zero value of n. This allows a separate configuration
space for each of 15 devices on PCi Recall that
when configuration space is enabled, the PCMC
configuration registers are mapped into |/C ports
C000h through COFFh.

A write to a PCl device configuration register is
shown in Figure 67. The PCMC internaily latches the
host address lines and byte enables. The PCMC as-
serts AHOLD to fri-state the CPU address bus and
drives the address lines with the translated address
for the PCI configuration cycle. The translation is de-
scribed in Section 3.2, PCl Configuration Space
Mapped Registers. On the HIG[4:0] lines, the PCMC
signals the LBXs to latch either the upper Dword of

1-192
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the host data bus or the lower Dword of the host
data bus to be driven onto PCI during the data phase
of the PCI cycle. On the PIG[3:0] lines, the PCMC
signals the LBXs to drive the latched host address
lines on the PCI AD[31:0] lines. The upper two bytes
of the address lines are used during configuration as
IDSEL signals for the PCI devices. The IDSEL pin on
each PCl device is connected to one of the
AD[31:17] lines.

The PCMC drives the command for a configuration
write (1011) onto the C/BE[3:0] # lines and asserts
FRAME # for one PCI clock. The PCMC drives the
PIG[3:0] lines signaling the LBXs to drive the con-
tents of the PCI write buffer onto the PCI AD[31:0]
lines. This command is driven for only one PCI clock
before returning to the SCPA command on the
PIG[3:0] lines. The LBXs continue to drive the
AD[31:0] lines with the valid write data as long as
DRVPCI is asserted. The PCMC then asserts
IRDY # and waits until sampling the TRDY # signal
active. When TRDY# is sampled asserted, the
PCMC negates DRVPCI tri-stating the LBX AD{[31:0)
lines. BRDY # is asserted for one clock to terminate
the CPU cycle.
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Figure 7. CPU Write to PCI Device Configuration Register
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7.3.4 CPU READ FROM PCI DEVICE
CONFIGURATION REGISTER

In order to write to or read from a F Cl cevice config-
uration register the Key field in the 3SE register
must be programmed to a non-zer > vaiue, enabling
configuration space. When configuration space is
enabled, PCI| device configuration registers are ac-
cessed by CPU I/0 accesses within ‘he range of
CnxXh where each PCl device his a unigue non-
zero value of n. This allows a separate onfiguration
space for each of 15 devices on PCl Recall that
when configuration space is enavled the PCMC
configuration registers occupy /0O addresses
COXXH.

A CPU read from a PCI device cont guri:tion register
is shown in Figure 68. The PCMC :nternally latches
the host address lines and bytz enzbles The PCMC
asserts AHOLD to tri-state the CHU zddress bus.
The PCMC drives the address iines with the translat-
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ed address for the PCl configuration cycle. The
translation is described in Section 3.2, PCI Configu-
ration Space Mapped Registers. On the PIG[3:0]
lines, the PCMC signals the LBXs to drive the
latched host address lines on the PCl AD(31:0]
lines. The upper two bytes of the address lines are
used during configuration as IDSEL signals for the
PCI devices. The IDSEL pin on each PCI device is
connected to one of the AD[31:17] lines.

The PCMC drives the command for a configuration
read (1010) onto the C/BE[3:0] # lines and asserts
FRAME # for one PCl clock. The PCMC drives the
PIG[3:0] lines signaling the LBXs to latch the data
on the PCI AD[31:0] lines into the CPU-to-PCl first
read prefetch buffer. The PCMC then drives the
HIG[4:0] lines signaling the LBXs to drive the data
from the buffer onto the host data lines. The PCMC
asserts IRDY # and waits until sampling TRDY # ac-
tive. After TRDY # is sampled active, BRDY # is as-
serted for one clock to terminate the CPU cycle.

ADYVANCE INFORMATION I
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Figure 68. CPU Rea;I from PCI Device Configuration Register
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During system initialization, the CPUL typicaily at-
tempts to read from the configurat.on space of all 15
possible PCl devices to detect the presence of the
devices. If no device is present, DEVSEL # is not be
asserted and the cycle is terminated, returning
FF .. FFh to the CPU. Figur: 69 depicts an

intel.

attempted read from a configuration register of a
non-existent device. If no device responds then the
PCMC aborts the cycle and sends the DRVFF com.
mand over the HIG[4:0] lines causing the LBXs tc
drive FF ... FFh onto the host data lines.

HCLK 4 :

NANNNNANNNNNNNNNANNNNNNNNAN |

ADSH# ./

TS S

A[31:24]

A[23:16]

A[15:8]

L1
Ly

A[7°3]

A[2:0] ; H r

D[63.0] |
AHOLD

1:3

A

AW

BRDY#

LCPRAD
PC XX

HIG[4:0] NG

PCLKIN L\ S\ LU

FRAME#

AD[31:0}

]
]
'

C/BE[3:0}#

N
Y

DEVSEL#

IRDY#

TRDY#

I 5CPa

PIG[3:0)

DRVPCI

/

29047979

Figure 69. CPU Atteinpted Configuration Read from Non-Existent PCI Device
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7.4 PCl-to-Main Memory Cycles

7.4.1 PCI MASTER WRITE TO MAIN MEMORY

Figure 70 depicts a PCl master burst write to main
memory. The PCl master begins by driving the ad-
dress on the AD[31:0] lines and asserting FRAME #.
Upon sampling FRAME # active, the PCMC drives
the LCPA command on the PIG[3:0] lines causing
the LBXs to retain the address that was latched on
the previous PCLK rising edge. The PCMC then
samples MEMCS# active, indicating that the cycle
is directed to main memory. The PCMC drives the
PPMWA command on the PIG[3:0] lines to move
the latched PCI address into the write buffer address
register. The PCMC then drives the DPWA com-
mand on the HIG[4:0] lines enabling the LBXs to
drive the PC| master write address anto the host
address bus. The PCMC asserts EADS # to initiate a
first level cache snoop cycle and simultanecusly be-
gins an internal second level cache snoop cycle.

l ADVANCE INFORMATION
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Since the snoop is a result of a PCl master write,
INV is asserted with EADS #. HITM# remains nega-
ted and the snoop either hits an unmodified line or
misses in the second level cache, thus no write-back
cycles are required. If the snoop hit an unmodified
line in either the first or second level cache, the line
is invalidated. The cycle is immediately forwarded to
the DRAM interface. The four posted Dwords are
written to main memory as two Qwords with two
CAS[7:0] # cycles. In this example, the DRAM inter-
face is configured for X-3-3-3 write timing, thus each
CAS[7:0] # low pulse is two HCLKs in length.

The PCMC disconnects the cycle by asserting
STOP# when one of the two four-Dword-deep PCI-
to-Memory Posted Write Buffers is full. If the master
terminates the cycle before sampling STOP# as-
serted, then IRDY#, STOP# and DEVSEL# are
negated when FRAME # is sampled negated. If the
master intended to continue bursting, then the mas-
ter negates FRAME # when it samples STOP# as-
sorted. IRDY#, STOP# and DEVSEL# are then
negated one clock later.
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Figure 7(. PCl Master Write to Main Memory-Page Hit
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7.4.2 PCl MASTER READ FROM MAIN MEMORY

Figure 71 depicts a PCl master read from main
memory. The PCl master initiates the cycle by driv-
ing the read address on the AD[31:0] lines and as-
serting FRAME #. The PCMC drives the LPMA com-
mand on the PIG[3:0] lines causing the LBXs to re-
tain the address latched on the previous PCLK rising
edge. The PCMC drives the DPRA command on the
HIG[4:0] lines enabling the LBXs to drive the read
address onto the host address lines. The snoop cy-
cle misses in the second level cache and either hits
an unmodified line or misses in the first level cache.

824341.X/82434NX

The cycle is then forwarded to the DRAM interface.
A read of four Qwords is performed. Each Qword is
posted in the PCl-Memory Read Prefetch Buffer.
The data is then driven onto PCl in an eight Dword
burst cycle. If the master terminates the cycle before
sampling STOP#, then IRDY#, STOP# and
DEVSEL# are all negated after FRAME# is sam-
pled inactive. If the master intended to continue
bursting, then the master negates FRAME # when it
samples STOP # asserted and IRDY #, STOP# and
DEVSEL # are negated one clock later.

A[31:3) -+~ Snoop Address;

AHOLD

INV

EADS# ¥4

HITM#

HIG(4:0] NOPC X

MA[10:0) L

CAS# \

MD[63:0)

MIG[3:0]

PCLK

PIG[3:0)

DRVPC!

MEMCS# \
FRAME#

AD[31:0)

ré/
&

IRDY#

~

TRDY#

STOP#

DEVSEL»

\ I I
7/

290479-81

Figure 71. PCI Master Read from Main Memory-Page Hit
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8.0 SYSTEM CLOCKING AND RESET

8.1 Clock Domains

The 82434LX and 82434NX PCMCs and 82433LX
and 82433NX LBXs operate based on two clocks,
HCLK and PCLK. The CPU, second level cache, and
the DRAM interfaces operate based on HCLK. The
PCi interface timing is based on PCLK.

8.2 Clock Generation ana Distribution

Figure 72 shows an example of the B2434LX and
82434NX PCMC host clock distribution in the CPU,
cache and memory subsystem. HCLK is distributed
to the CPU, PCMC, LBXs and the second level
cache SRAMs (in the case of a burst SRAM second
level cache).

The host clock originates from an ascilator which is
connected to the HCLKOSG input or the PCMC.
The PCMC generates six low skew copies of HCLK,
HCLKA-HCLKF. Figure 72 shows an exampie of a
host clock distribution scheme for a uni-processor
system. In this figure, clock loading is baianced with

intgl.

each HCLK output driving two loads in the system.
Each clock output should drive a trace of length ¥
with stubs at the end of the trace of length / connect-
ing to the two loads. The / and k parameters shoulc!
be matched for each of the six clock outputs to mini-
mize overall system clock skew. One of the HCLk.
outputs is used to clock the PCMC and the Pentium:
processor. Because the clock driven to the PCMC:
HCLKIN input and the Pentium processor CLK inpu:
originates with the same HCLK output, clock skew
between the PCMC and the CPU can be kept lower
than between the PCMC and other system compo-
nents. Another copy of HCLK is used to clock the
LBXs. A 256 KByte burst SRAM second level cache
can be implemented with eight 32 KByte x 9 syn-
chronous SRAMs. The four remaining copies of
HCLK are used to clock the SRAMs. Each HCLK
output drives two SRAMSs. A 512 KByte second level
cache is implemented with four 64 KByte x 18 syn-
chronous SRAMs. Two of the four extra copies are
used to clock the SRAMs while the other two are
unused. Any one of the HCLK outputs can be used
to clock the PCMC and Pentium processor, the two
LBXs or any pair of SRAMSs. All six copies are identi-

-cal in drive strength.

Figure 73 depicts the PCI clock distribution.

PCMC W .
HCLKOSC | 1 Oscillator
HCLKIN 4—————]
HCL¥A ﬁ‘ CLK
HCLKB
HOLKC pF———— cPU
KCLKD p———
HCLKE F—— t—
HCLKF '1 ~»[HCcLK HCLK
.. LBXL LBXH

To Burst SRAMs

290479-82

Figure 72. HCLK Distribution Example
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FCLKIN |«
e 200479-83

Figure 73. PCI Clock Distribution

“he PCMC generates PCLKOUT wi'h an internal
Phase Lockea Loop (PLL). The PCLKOUT signal s
buffered using a single component t¢ produce sev-
eral low skew copies of PCLK to drive the LBXs and
other devices on PCl. One of the cutputs of the
clock driver is directed back to the PCLKIM input on
the PCMC. The PLL locks thes risng edges of
PCLKIN in phase with the rising edges ot HCLKIN.
The PLL effectively compensates foi the delay of
the external ciock driver. The resulting Pt clock s
one half the frequency of HCLK. Timirg fcr all of the
PCi interface signals is based cn PCLKIN, All PCI
interface inputs are sampled on PCLKIN -sing edg-
es and all outputs transition as valid delays from
PCLKIN rising edges. Clock skew between the
PCLKIN pin on the PCMC and th= PCi K p:ns on the
L.BXs must be kept within 1.25 ns to gi arar:tee prop-
ar operation of the LBXs

8.3 Phase Locked Loop Circuitry

The 82434LX and 82434NX PCMCs each contain
two internal Phase Locked Loops (P: Ls; Loop fil-
ters and power supply decoupling circuitry must be
provided externally. Figure 74 shows tte FOOMC con-
nections to the external PLL circ:ntry.

One of the FCMC internal Phase locked Loops
(PLL) locks onto the HCLKIN input. The PLL is used
by the PCMC in generating and sampl ng t:ming crit-
ical signals. An external loop filter is required. The
PLLARC1 and PLLARC2 pins connec . to *he exter-
nal HCLK loop filter. Two resistors ard a capacitor
form the loop filter. The loop filter circuitry should be
placed as close as possible to the PCMC ioop filter
pins. The PLL also has dedicated powsr and ground

I ADVANCE INFORMATION

pins, PLLAVDD, PLLAVSS and PLLAGND. These
power pins require a low noise supply. PLLAVDD,
PLLAVSS and PLLAGND must be connected to the
RC network shown in Figure 74.

The second PCMC internal Phase Locked Loop
(PLL) locks the PCLKIN input in phase with the
HCLKIN input. The PLL is used by the PCMC to
keep the PCI clock in phase with the host clock. An
external locp filter is required. The PLLBRC1 and
PLLBRC2 pins connect to the external PCLK loop
filter. Two resistors and a capacitor form the loop
filter. The loop filter circuitry should be placed as
close as possible to the PCMC loop filter pins. The
PLL aiso has dedicated power and ground pins,
PLLBVDD, PLLBVSS and PLLBGND. These power
pins requira a low noise supply. PLLBVDD,
PLLBVSS and PLLBGND must be connected tc the
RC network shown in Figure 74.

The resistarice and capacitance values for the exter-
nal PLL circuitry are listed below.

R1 = 10K t 5%
R2 = 150( + 5%
R3 = 330 t 5%

Ct = 0.01 uF = 10%
C2 = 0.47 uF + 10%

An additional 0.01 uF capacitor in paraliel with C2
will help to improve noise immunity.
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Flgu}e 74. PCMC PLL Circuitry Connections
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8.4 System Reset

Figure 75 shows the 82434LX and 82434NX PCMC
system reset connections. The 82434LX and
82434NX PCMC reset logic monitors PWROK and
generates CPURST, PCIRST # and INIT.

When asserted, PWROK is an indicator to the PCMC
that VDD and HCLK have stabilized long enough for
proper system operation. CPURST is asserted to ini-
tiate hard reset. INIT is asserted to initiate soft reset.
PCIRST # is asserted to reset devices on PCI.

82434LX/82434NX

Hard reset is initiated by the PCMC in response to
one of two conditions. First, hard reset is initiated
when power is first applied to the system. PWROK
must be driven inactive and must not be asserted
until 1 ms after VOD and HCLK have stabilized at
their AC and DC specifications. While PWROK is
negated, the 82434LX asserts CPURST and
PCIRST #. PWROK can be asserted asynchronous-
ly. When PWROK is asserted, the 82434LX first en-
sures that it has been completely initialized before
negating CPURST and PCIRST #. CPURST is nega-
ted synchronously to the rising edge of HCLK
PCIRST # is negated asynchronously.

PCMC

Power Stable
&

PWROK [#—

Front Panel Reset

PCIRST# {———» To PCI

RESET RESET
LBXL LBXH
CPU
CPURST RESET
INIT
NIT

p—— ALT_RST#

—— KBD_RST# (
1
g
J

290479-85

Figure 75. PCMC System Reset Logic
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When PWROK is negated, the PCMC asserts
AHOLD causing the CPU to tri-state the host ad-
dress lines. Address lines A[31:2S] are sampled by
the PCMC 1 ms after the rising adge of PWROK.
The values sampled on A[31:30] are inverted inside
the PCMC and then stored in Configuration Register
52h bits 7 and 6. The A[31:30] strapping options are
depicted in Table 18.

Table 18. A[31:30] Strapping Options

intel.

Table 19. 82434LX Output and 1/0 Signai States
During Hard Reset

i ion
A[31:30] (F:I:';?sgt::astzz, g:z::"s‘:g
Bits(7:6] e
11 00 __l\sot Populate_g__
10 01 _E;érved
01 10 | 236 kByte Cache |
00 11 | s12KByte Cache |

The value sampled on A29 is inverted inside the
PCMC and stored in the SRAM Type Bit (bit 5) in the
SCC Register. A28 is required to be pulled high for
compatibility with future versions cf the PCMC.

The PCMC also initiates hard reset when the System
Hard Reset Enable bit in the Turbo-Heset Control
Register (170 address CF3h) is se! to ! and the Re-
set CPU bit toggles from 0 to 1. The PCMC drives
CPURST and PCIRST# active for a minimum of
1 ms.

Table 19 shows the state of all 82434LX PCMC
output and bi-directional signals ciuring hard reset.
During hard reset both CPURST and FPCIRST # are
asserted. When the hard reset is due to PWROK
negation, AHOLD is asserted. The PCMC samples
the strapping options on the A[31:29] lines 1 ms af-
ter the rising edge of PWROK. Wnen hard reset is
initiated via a write to the Turbo-Reset Control Reg-
ister (/O port CFSh) AHOLD rsmains negated
throughout the hard reset. Table 9 aiso appties to
the B2434NX, with the exception ot the signals listed
in Section 3.5, 82434NX Reset Sejuer:cing.

1-204

Signal State Signal State
A[31:0] Input IRDY # Input
AHOLD High/Low | KEN # Undefined
BOFF # High MA[10:0] | Undefined
BRODY # High MDLE High
CAAI6:3] | Undefined | MEMACK # | High-Z
CABI6:3] Undefined | MIG[2:0] Low __
CADS[1:0] # | High NA# High
CADV[':0l# |High  |PAR nput__
CALE " Hiigh PEN # High
CAS[7:0]# | High PERR # Input N
COE[1:3]# | High PLOCK# |Iput
CWE[7.01# | High PIG3 Low

C/BE[3:0] # | Input
DEVSE._# Input

PIG[2:0] | High
RAS(5:0] # | High

DRVPC Low REQ# High-Z
EADS# | High SERR# | Input
FRAME #_m Input STOP# Input
HIGI4C] | Low TRDY#  |Input
INT | Low WE # High
N [ Low i

Soft resst is initiated by the PCMC in response to
one of two conditions. First, when the System Hard
Reset Enable bit in the TRC Register is reset to 0,
and the Reset CPU bit toggles trom 0 to 1, the
PCMC irtiates soft reset by asserting INIT for a min-
imum of 2 HCLKs. Second, the PCMC initiates a soft
reset upon detecting a shutdown cycle from the
CPU. In *his case, the PCMC first broadcasts a shut-
down spacial cycle on PCI and then asserts INIT for
a minimem ot 2 HCLKSs.
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‘that the CPU may drive to the PCMC when
3, Vﬂwivisacﬁveandmsvmptyisnot
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9.0 ELECTRICAL CHARACTERISTICS

9.1 Absolute Maximum Ratings

Case Temperature under Bias ... ... 0°Cto +85°C
Storage Temperature .......... --55°Cto +150°C
Voltage on Any Pin

with Respect to Ground. . . .. —03toVge + 0.3V
Supply Voitage

with RespecttoVgg ............ -~0.3to +6.5V
Maximum Total Power Dissipation ........... 2.0W

intel.

NOTICE: This data sheet contains information on
products in the sampling and initial production phases
of development. The specifications are subject to
change without notice. Verify with your local Intel |
Sales office that you have the latest data sheet be- ‘
fore finalizing a design. ‘

*WARNING: Stressing the device beyond the “Absolute

Maximum Ratings” may cause permanent damage.
These are stress ratings only. Operation beyond the
“Operating Conditions” is not recommended and ex-
tended exposure beyond the "“Operating Conditions’
may affect device reliability.

9.2 Thermal Characteristics

The 82434LX and 82434NX PCMCs are designed
for operation at case temperatures between 0°C and
85°C. The thermal resistances of the package are
given in Table 20.

Table 20. PCMC Package Thermal Resistance

Parameter Alr Flow Meters/Second
(Linear Feet per Minute)
0 0.5 1.0 20 5.0
(0) (98.4) (196.9) (393.7) (984.3)
04a (CC/Watt) 31 27 24.5 23 19
04c (CC/Watt) 8.6
9.3 82434LX DC Characteristics
Functional Operating Range (Vgc = 5V +5%; Tcase = 0°C to +85°C)
. Test
Symbol Parameter— Min Max Unit Conditions
IR Input Low Voltage -0.3 0.8 \% Note 1, Voo = 4.75V
ViH1 Input High Voltage 7 2.2 Ves + 0.3 \% Note 1, Vg = 5.25V
ViLz Input Low Voltage -0.3 1.35 v Note 2, Voo = 4.75V
ViH2 Input High Voltage 3.85 Voo + 0.3 \% Note 2, Voo = 5.25V
V11 Schmitt Trigger Threshoid Voltage, 0.7 1.35 \' Note 3, Vg = 5.0V
Falling Edge
V14 Schmitt Trigger Threshoid Voltage, 14 2.2 \ Note 3, Voo = 5.0V
Falling Edge
VH1 Hysteresis Voltage ) 0.3 1.2 \ Note 3, Voo = 5.0V
VT2 Schmitt Trigger Threshold Voitage, 1.25 2.3 \ Note 3, Voo = 5.0V
Falling-Edge )
VT12+ Schmitt Trigger Threshoid Voltage, 2.3 37 \ Note 3, Vo = 5.0V
Rising Edge
VH2 Hysterersis Voltage 0.3 1.2 v Note 3, Voo = 5.0V
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Functional Operating Range (Ve = 5V 25%; Tcase = 0°C to +85°C) (Continued)

Symbol Parameter Min Max | Unit COrrdeI:itons

VoL1 Output Low Voltage 0.5 V | Note4

VoH1 Output High Voltage Voo — 0.5 V | Note 4

VoLz Output Low Voltage 04 V [ Notes

VoH2 Output High Voltage 24 V | Note 5

loLt Output Low Current 1 mA | Note 6

loH1 Output High Current -1 mA | Note 6

oLz Output Low Current 3 mA | Note 7 1

loH2 Output High Current -2 mA | Note 7

loLs Qutput Low Current 6 mA | Note 8

loH3 Output High Current -2 mA | Note 8

loLs Output Low Current 3 mA | Note 9

loH4 Output High Current —1 mA | Note 9

™ Input Leakage Current +10 | uA

m Input Leakage Current —-10 | uA

CiN Input Capacitance 12 pF | Fg = 1 MHz

Cout Output Capacitance 12 pF | Fgc = 1MHz |

Civo 170 Capacitance 12 | pF | Fc = 1MHz
NOTES:

Py

Vi1 and Vi apply to the following signals: A[31:0], BE[7:0]#, D/C#, W/R+#, M/IO#, HLOCK#, ADS#, PCHK #,
HITM #, CACHE#, SMIACT #, PCLKIN, HCLKIN, HCLKOSC, FLSHBUF#, MEMCS#, SERR#, PERR#, MEMREQ#,
GNT #, PLOCK #, STOP#, IRDY #, TRDY #, FRAME #, C/BE[3:0] #.

VL2 and V|42 apply to the following signals: PPOUT([1:0], EOL.

V11—, V114 and Vi apply to PWROK. Vo .. Vro 4 and Vi apply to TESTEN.

Vou1 and Vo1 apply to the following signals: HIG[4:0], MIG[2:0], PIG[3:0}, DRVPCI, MDLE, PCIRST #.

Vorz and Vop apply to the following signals: REQ#, MEMACK #, FRAME #, C/BE[3:0]#, TRDY #, IRDY #, STOP #,
PLOCK#, DEVSEL#, PAR, PERR#, SERR#, BOFF#, AHOLD, BRDY#, NA#, EADS#, KEN#, INV, A[31:0],
PCLKOUT, HCLKA-HCLKF, CALE, COE[1:0]#, CWE[7:0]1#, CADV[1:0]#, CADS[1:0]#, CAA[6:3], CAB[6:3],
RAS[5:0} #, CAS[7:0] #, MA[10:0], WE #

. loLt and lont apply to the following signals: HIG[4:0], MIG[2:0], PIG[3:0}, DRVPCI, MDLE, PCIRST #.

. ioLz and lon2 apply to the following signals: C/BE[3:0] #, REQ#, MEMACK #, MA[10:0], WE #.

. loLa and lona apply to the following signals: FRAME #, TRDY #, IRDY #, STOP#, PLOCK#, DEVSEL #, PAR, PERR #,
SERR#.

vl w v

oo~ oW

. loLs and lons apply to the following signals BOFF#, AHOLD, BRDY #, NA#, EADS#, KEN+#, INV, CPURST. INIT,
A[31:0], PCLKOUT, CALE, COE[1:0]# CADS[1:01#, CADV[1:0}#, CWE[7:0]#, CAA[6:3), CABI6:3], RASI5:0]#
CAS[7:0] #.
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9.4 82434NX DC Characteristics ;
Fmﬂmmm.(vec = Wtsas; ool = ammmvww 0°C to +85°C)
. T ‘I‘«tm
Viii__|input Low Voltage ~{Note 1, Voo = 4.75V
Vi1 |Input High Voltage Note 1, Voo = 5.25V
Viz__|input Low Voltage Note 2, Voo = 4.75V
Vivz__|Input High Voitage 85 Vo 3| V [Note2 Voo = 528V
Viis !vamﬁ k Q.B 1V INote 3, V%"“ 3.138V
Viig _|InputHighVoltage - Noto 3, Voog = 3465V

Vrie | Sohi

- th, masov
[Note ¢, Vmas.ov
Note 4, Voo = 5.0V
Note 5
Note 5
Note 6
Note 6
Note 7
Note.7
Note 8

Vrz+ schmmm«mw 3 | 37 |
Vha | Hysterersis Voltage oo bl e )
VoLt Outpml.owv&mgu; el L gl
Vo1 | Output High Voltage . |vee-05 \
Voiz _|Output Low Voltags _ 0.4
Vo _|Output High Voitage | 24
loL1 _|Output Low Current ‘ - 1
low |OutputHighGument 1 g T
lows Outmeoowferlt_* 2 3

31313 ]<|<|< i bl fad o
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chtiendﬂpcmﬂngﬂam(vcc = 6¥Y :6%; Veod = 3135103465 V;

Tcase = m*w&)(ﬁmmued) » :
Min | Max | Unit Condlitions

-2 mA | Note8

_ || & [ma]lNoten

- mA Noteﬁ

. 3 | mA &omn

~10 | uA

N \ L o 12 | pF | Fo=1MHz
Gmrr Wcawm TR T e | oF [ Fe = M
o | i 1 TeTer[re=gme]

NOTES: Ta
1. vmm vgamwm followiny signals: W@w bIC#, W/RE, M/IO#, HLOCK#, ADS#. POHK#, HITM#,

FLSHBUF#, MEMCS#, SEFR¢, PERRS, MEMREG#, GNT#, PLOCK#.
P, mw mpw m» CrBEBOlY,

év and Vi amwme ‘wmmma,m
3 VI& !& W & 1:0} mm i
y 10 TESTEN.

4 Vnw.vn«e 1 to PWHOK. Vry f
5. Vo and epagwm lowing signals: HIGI4D], wafaa PIG[3:0), DRVPCI MDLE, PCIRST #.
8. vwmv ollow ‘m&» REQ#. MEMACK#, FRAME®, C/BE[3:0]#, TRDY#, IROY#, STOP#,
Rty T IS v Reas. AHOLD, BROY#, NA#, EADS#® KEN# INV. A1)
. HOLKA-HGLKF, CALE mmu CWEI7Ol#, CADVI1:0l#, CADS[1:01#, CAAlS3], CABIEA].
ms[;g;#, cmwm?m% Hal m MIG(2:01, PIGI3:0], DRVPC), MDLE, A[31:8], A2:0] PCIRST
Tk I to A 0] 3. 1:8 0, #.
8 &mmm@mmmmm G/BE[3:01#, REQ#, MEMACK#, MAI11:0], WE ¥,
a. g’éﬁ gumw the following signals: FRAME #, TRDY#, IRDY #, STOP#, PLOCK#, stssu PAR, PERR#,
10. lops and mmmmmw MFF# AHGLD BHEY# NA#, EADS#, KEN#, INV, CPURST, INIT,
A;zs%ﬂ KOUT, 'CALE, COEL1:0]#, cms{m;a, cmvnm.s CWE’[?'G]# CAA[B:3], CABI6:a], RAS[7:0}#,
*.
4. The output butfers for BRDY #, NA# AHOLD, f# ¥IW 9@!—‘?! KEN# FEN# CPURST, INIT, CALE, CADS[1:0],
W}sﬁa . CAAL6:3], CAB{63], OOEH-O?#; CWS{‘M}}# A[31 8] MDWLK!AF] are powored with Vo3 and there-
- fore .3V signal level
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9.5 82434LX AC Characteristics

The AC characteristics given in this section consist of propagation delays, valid delays, input setup require-
ments, input hold requirements, output float delays, output enable delays, output-to-output delays, pulse
widths, clock high and low times and clock period specifications. Figure 77 through Figure 85 define these
specifications. Section 9.5 lists the 82434LX AC Characteristics. Output test loads are listed in the right
column.

In Figure 77 through Figure 85, VT = 1.5V for the following signals:

A[31:0], BE[7:0]#, PEN#, D/C# W/R#, M/IO#, HLOCK#, ADS#, PCHK#, HITM#, EADS #, BRDY #,
BOFF#, AHOLD, NA#, KEN #, INV, CACHE #, SMIACT #, INIT, CPURST, CALE, CADV[1:0] #, COE[1:0] #,
CWE[7:0] #, CADS[1:0]#, CAA[6:3], CAB[6:3], WE#, RAS[5:0]#, CAS[7:0]#, MA[10:0], C/BE[3:0] #,
FRAME #, TRDY #, IRDY#, STOP#, PLOCK#, GNT#, DEVSEL#, MEMREQ#, PAR, PERR#, SERR #,
REQ#, MEMCS #, FLSHBUF # MEMACK #, PWROK, HCLKIN, HCLKA-HCLKF, PCLKIN, PCLKOUT.

VT = 2.5V for the following signals:

PPOUT[1:0], EOL, HIG[4:0], PIG[3:0]. MIG{2:0], DRVPCI, MDLE, PCIRST #.

9.5.1 HOST CLOCK TIMING, 66 MHz (82434LX)
Functional Operating Range (Voc = 4.9V to 5.25V; Tcagg = 0°C to +70°C)

Symbol Parameter Min Max Figure Notes
t1a HCLKOSC High Time 6.0 82
t1b HCLKOSC Low Time 50 82
t2a HCLKIN Period 15 20 82
t2b HCLKIN Period Stabitity +100 ps(1)
t2¢ HCLKIN High Time 4 82
t2d HCLKIN Low Time 4 82
t2e HCLKIN Rise Time 1.5 83
t2f HCLKIN Fall Time 1.5 83
t3a HCLKA-HCLKF Output-to-Output Skew 0.5 85 0 pF
t3b HCLKA~HCLKF High Time 5.0 85 0pF
t3c HCLKA-HCLKF i.ow Time 5.0 85 0 pF
NOTE:

1. Measured on rising edge of adiacent clocks at 1.5V,
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©.5.2 CPU INTERFACE TIMING. 66 MHz (82434L.X)

82434LX/82434NX

Functional Operating Range (Vg = 4.9V to 5.25V; Tcasg = 0°C to + 70°C)

Symbol Parameter rMin Max | Fig Notes
t10a ADS# HITM# W/R# M. 10+ D/C# . 4.6 749
HLOCK #, CACHE #, BE[7:0] #,
SMIACT # Setup Tim: to F CLKIN
Rising ) . o .
t10b ACS# HITM# W/R#, M 1O D/C#. 03 7t
HLOCK #, CACHE # , BE[7 0] #,
SMIACT # Hold Time from HCi KIN
Rising
tt1a PCHK# Setup Time tn HC:. KIN Rising 4.3 7¢
ti1b PCHK # Hold Time from HCLKIN Rising | 1.1 78 N
t12a A[18:3] Rising Edge Setup Tiree 1o 4.5 7¢ | betup to HCLKIN rising when
HC LKIN Rising ADS# is sampled active by PCMC.
t12aa A[18:3] Falling Edge Setug Tirm=: to 3.2 7¢ | metup to HCLKIN Rising when
HC LKIN Rising ADDS# is Sampied Active by
FCMC.
t12ab A[18:3] Rising Edge Setup Tima: to 4.7 Setup to HCLKIN Rising when
HCLKIN Rising ADS# is Sampled Active by
FPOMC.
t12ac A[-8:3] Falling Edge Setup Tin to 4.1 Setup to HCLKIN Rising when
HCLKIN Rising ~[08 # is Sampled Active by
FCGMC.
t12b A[31:0] Hold Time from HC _KI* Rising | 0.5 7¢ | Held from HCLKIN rising two
clucks after ACS # is sampled
: acave by PCMC.
t12c A[31:0] Setup Time to HCLKIN Rising 6.5 L 7¢ | Setup to HCLKIN rising when
EADS# is sampled active by the
Py
t12d A[31:0] Hold Time from HCLKI"i Rising | 1.5 7¢ | Hold from HCLKIN rising when
EADS# is sampled active by the
Py
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Functional Operating Range (Voo = 4.9V to 5.25V; Tcagg = 0°C to + 70°C) (Continued)

Symbol | Parameter Min Max | Fig Notes
t12e Y A[31:0] Output Enable from HCLKIN 0 13 | 81
. Rising
t12f A[31:0] Valid Delay frem HCLKIN 1.3 13 [ 78 | OpF
Rising
t12g A[31:0] Float Delay frem HCLKIN 0 13 | 80
Rising
t12h i Al2:0] Propagaticn Deay trom 1 16 | 77 | OpF
| BE[7:0]#
t13a | BRDY # Rising Edge Valid Delay 1.7 78 (78 | OpF
from HCLKIN Rising
t13b BRDY # Falling Edge \Valid Delay 1.7 76 |78 | OpF
from HCLKIN Rising
t14 NA # Valid Delay from HCLKIN 1.3 78 | 78 | OpF
Rising
t15a AHOLD Valid Delay frcm HELKIN 13 71178 | 0OpF
Rising
t15b BOFF # Valid Delay frcm HCLKIN 1.8 71|78
Rising
t16a EADS #, INV, PEN# Valid Delay from 1.3 74 {78 | OpF
HCLKIN Rising
t16b CPURST Rising Edge ‘/alid Delay 0.9 75 178
from HCLKIN Rising
t16¢c CPURST Falling Edge valic Delay 0.9 7.C {78
from HCLKIN Rising
t16d KEN# Valid delay from: HCLKIN 1.3 7.6 78
Rising
t17 INIT High Pulse Width 2 HCLKs 84 | Soft reset via TRC register or
o CPU shutdown special cycle
t18 CPURST High Pulse Width 1ms 84 | Hard reset via TRC register, 0 pF
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9.5.3 SECOND LEVEL CACHE STANDARD SRAM TIMING, 66 MHz (82434LX)
Functional Operating Range (Vg = 4.9V to 5.25V; Tcasg = 0°C to +70°C)

82434LX/82434NX

Symbol Parameter Min Max | Fig Notes
t20a CAA[6:31/CAB[6:3] Propagation 0 85 | 77 | OpF
Delay from A[6:3] »
t20b CAA[6:3]/CAB[6:3] Valid Delay from 0 72 | 78 | OpF
HCLKIN Rising »
t21a COE[1:0] # Falling Edge Valid Delay 0 9 | 78 | 0pF
from HCLKIN Rising
t21b COE[1:0] # Rising Edge Valid Delay 0 55 | 78 | OpF
from HCLKIN Rising
t22a CWE[7:0] # /CBS{7:0] # Falling Edge 2 14 | 78 | CPU burst or single write to
Valid Delay from HCLKIN Rising second level cache, 0 pF
t22b CWE[7:0] # /CBS[7:0] # Rising Edge 3 14 | 78 | CPU burst or single write to
Valid Delay from HCLKIN Hising second level cache, 0 pF
t22c CWE[7:0] # /CBS[7:0] # Valid Delay 14 7.7 | 78 | Cache line Fill, 0 pF
from HCLKIN Rising
t22d CWE([7:0] # /CBS[7:0} # Low Pulse 1 HCLK 84 | 0 pF
Width
t22e CWE(7:0] # /CBS[7:0] # Driveri High -1 85 | Last write to second level cache
before CALE Driven High i during cache line fill, 0 pF
t22f CAA[4:3]/CAB[4:3] Valid hefore 1.5 85 | CPU burst write to second level
CWE[7:0] # Falling cache, 0 pF
t23 CALE Valid Delay from HC _KIN C 75 | 78 | OpF
Rising
t24 CR/WI[1:0] # Valid Delay from 1.5 76 | 78 | OpF
HCLKIN Rising
125 CBS[1:0] # Valid Delay fron HCLKIN 1.0 120 | 78 OpF
Rising; Reads from Cache SRAMs
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9.5.4 SECOND LEVEL CACHE BURST SRAM TIMING, 66 MHz (82434LX)

Functional Operating Range (Vo = 4.9V to 5.25V; Tcage = 0°C to +70°C)

Symbol Parameter Min Max Fig Notes—
130a CAAL[6:3]/CABI6:3] Propagation Delay from A[6:3] o | 85 | 77 | opF

130b CAA[6:3]/CABI6:3} Valid Delay from HCLKIN Rising 0 70 | 78 | opF |
131 CADSI1:0] # Valid Delay from HCLKIN Rising 15 | 7.7 | 78 | opF |
132 CADVI1:0] # Valid Dslay from HCLKIN Rising 15 | 714 | 78 | 0pF |
133 CWEI[7:0] # Valid Deiay rom HCLKIN Rising 10 | 90 | 78 | opF |
t34a COE{1:0] # Falling E?gg valid Delay from HCLKIN Rising 9.0 78 0 pF |
t34b COE[1:0] # Rising Ecige Valid Delay from HCLKIN Rising 55 | 78 | 0pF |
135 CALE Valid Delay from HCLKIN Rising 75 | 78 | opF |

9.5.5 DRAM INTERFACE TIMING, 66 MHz (82434LX)

Functional Operating Range (Vo = 4.9V to 5.25V; Tcage = 0°C to +70°C)

9.5.6 PCI CLOCK TIMING, 66 MHz (82434LX)

Symbol Parameter Min Max | Fig Notes
t40a RAS[5:0] # valid Delay rom 0 7.5 : 78 | 50 pF
HCLKIN Rising
t40b RAS[5:0] # Pulse Width Higl: 4 HCLKs — 5 84 | RAS# precharge at
beginning of page miss cycle,
7 50 pF
t41a 3AS[7:0] # Valid Delay rrom 0 7.5 | 78 | 50 pF
HCLKIN Rising
t41b AS[7:0] # Pulse Width Hig! 1 HCLKIN — 5 84 | CAS# precharge during burst
o cycles, 50 pF
142 WE # Valid Delay from HGLKIN 0 21 78 | 50 pF
Rising !
t43a MA[10:0] Propagat.on Celay from 0 ' 23 | 77 | 50pF
A[23:3] ,
t43b MA[10:0] Valid Detay frcm 0 ©10.1 | 78 | 50 pF
HCLKIN Rising

Functional Operating Range (Voc = 4.9V t0 5.25V; Tcase

= 0°C to +70°C)

Symbol Parameter Min Max Fig Notes
t50a PCLKOUT High “ime 13 82 20pF |
1500 PCLKCUT L w " ime 13 o g2 20 pF
t51a PCLKIN High Tire 12 82 |
t51b PCLKIN Low Tin 12 82 i
t51¢c F'Cl_;(vll\"F;xgé Flr a -—3 83 l
t51d PCLKIN Fall Tim- 3 83 :
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9.5.7 PCI INTERFACE TIMING, 66 MHz (82434L.X)
Functional Operating Range (Vcc = 4.9V t0 5.25V; Tcage = 0°C to +70°C)

Symbol Parameter Min | Max | Fig Notes
t60a C/BE[3:0] #, FRAME #, TRDY #, IRDY #, STOP #, 2 11 | 78 | Min: 0 pF
PLOCK#, PAR, PERR #, 3ERR #, DEVSEL # Valid Max: 50 pF
Delay from PCLKIN Rising
t60b C/BE[3:0] #, FRAME #, TRDY #, IRDY #, STOP #, 2 81
PLOCK#, PAR, PERR#, SERR #, DEVSEL # Output i
Enable Delay from PCLKIN Rising
t60c C/BE[3:0] #, FRAME #, TRDY #, IRDY #, STOP #, 2 28 | 80
PLOCK#, PAR, PERR #, SERR #, DEVSEL # Float
Delay from PCLKIN Rising
t60d C/BE[3:0] #, FRAME #, PLOCK #, PAR, PERR #, 7 79
SERR #, Setup Time to PCLKIN Rising
160da TRDY #, IRDY # Setup Tirme to PCLKIN Rising 8.1 77
160db STOP#, DEVSEL # Setup Time to PCLKIN Rising 8.5 77
t60e C/BE[3:0] #, FRAME #, PLOCK #, PAR, PERR #, 0 77
SERR # Hold Time from PCLKIN Rising
t6ta REQ#. MEMACK # Valid [Jelay from PCLKIN Rising 2 12 | 78 | Min: 0 pF
o Max: 50 pF
t61b REQ#, MEMACK# Output Enable Delay from 2 81
PCLKIN Rising
t61c REQ#, MEMACK# Float :Jelay from PCLKIN Rising 2 28 | 80
t62a FLSHREQ#, MEMREQ# Set.ip Time to PCLKIN 12 79
Rising
t62b FLSHREQ#, MEMREQ# Hol: Time from PCLKIN 0 79
Rising
t63a GNT# Setup Time to PCLKIN Rising 10 79
t63b GNT # Hold Time from PC_KIN Rising 0 79
t64a MEMCS # Setup Time to FCLKIN Rising 7 79
t64b MEMCS # Hold Time from PCLLKIN Rising 0 79
65 PCIRST # Low Pulse Width 1ms 84 | Hard Reset via TRC
L Register, 0 pF
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9.5.8 LBX INTERFACE TIMING, 66 MHz (82434LX)
Functional Operating Range (Ve = 4.9V to 5.25V; Tcase = 0°C to +70°C)

Symbol Parameter Min Max Fig Notes
t70 HIG[4:0] valid Delay from HCLKIN Rising 0.8 6.5 78 0 pF
t71 MIG[2:0] Valid Delav from HCLKIN Rising 0.9 6.5 78 0 pF
t72 PIG[3:0] valid ISgl—ay from PCLKIN Rising 0.7 10.9 78 0 pF
t73 PCIDRYV Valid Delay from PCLKIN Rising 1 13.5 78 0 pF
t74a MDLE Falling Eidg—eValid Delay from HCLKIN Rising 0.6 5.6 78 0 pF
t74b MDLE Rising Edge Valid Delay from HCLKIN Rising 0.6 6.8 85 0 pF
t75a EOL, PPOUTI[1:0] Setup Time to PCLKIN Rising 7.7 79

{75b EOL, PPOUT([1:0] Hold Time from PCLKIN Rising 1.0 79

9.5.9 HOST CLOCK TIMING, 60 MHz (82434LX)
Functional Operating Range (Vcc = 4.75V to 5.25V; Tcase = 0°C to +85°C)

Symbol Parameter Min Max Fig Notes

tHa HCLKOSC High Time 6.0 82

tib HCLKOSC Low Time 50 82

t2a HCLKIN Period 16 66 20 B2

t2b HCLKIN Period Stability +100 ps(l)

t2c HCLKIN High Time 4 82

12d HCLKIN Low Time 4 82

2e HCLKIN Rise Time 15 83 l

21 HCLKIN Fall Time 15 83

13a HCLKA—HCL KF Output-to-Output Skew 0.5 85 0 pF

13b HCLKA—HCLKF High Time 50 82 0pF
13 HCLKA-HCLKF Low Time 50 82 0pF
NOTE:

1. Measured on rising edge of adjacent clocks at 1.5V,
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9.5.10 CPU INTERFACE TIMING, 60 MHz (82434LX)
Functional Operating Range (Voo = 4.75V 10 5.25V; Tcase = 0°C to + 85°C)

82434LX/82434NX

Symbol Parameter Min | Max | Fig Notes ~
t10a ADS#, HITM#, W/R#, M/IO#,D/C#, | 46 79
HLOCK #, CACHE #, BE[7:0] #,
SMIACT # Setup Time to HCLKIN
Rising ] i
t10b ADS#, HITM#, W/R# M/I0#,D/C#, | 1.1 79
HLOCK #, CACHE #, BE[7:0] #, |
SMIACT # Hold Time from HCLKIN ;
Rising _+ 1
ti1a PCHK # Setup Time to HCLKIN Rising 4.3 79
t11b PCHK # Hold Time from HCLKIN Rising | 1.1 79
t12a A[18:3] Rising Edge Setu» Time to 45 © 79 | Setup to HCLKIN rising when
HCLKIN Rising | ADS # is sampled active by PCMC.
t12aa A[18:3] Falling Edge Setup Time to 3.2 ! 79 | Setup to HCLKIN Rising when
HCLKIN Rising ADS # is Sampled Active by
PCMC.
t12ab A[18:3] Rising Edge Setup Time to 4.7 79 | Setup to HCLKIN Rising when
HCLKIN Rising ADS# is Sampled Active by
PCMC.
— . —
t12ac A[18:3] Falling Edge Setup Time to 41 79 | Setup to HCLKIN Rising when
HCLKIN Rising ADS# is Sampled Active by
PCMC.
t12b A[31:0] Hold Time from HCLKIN Rising | 0.5 “9 | Hold from HCLKIN rising two
clocks after ADS # is sampled
‘ ] active by PCMC.
t12c A[31:0] Setup Time to HCLKIN Rising 6.5 79 | Setup to HCLKIN rising when
EADS # is sampled active by the
CPU.
t12d A[31:0] Hold Time from HZLKIN Rising | 1.5 79 | Hold from HC_KIN rising when
EADS # is sampled active by the
CPU.
t12e A{31:0] Output Enable fron CLKIN 0 13 81
Rising
t12f A[31:0] Valid Delay from HCLKIN Rising . 13 | 13 = 78 | OpF
tt2g A[31:0] Float Delay from HCLKIN 0 13 &0
Rising
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Functional Operating Range (Vcc = 4.75V to 5.25V; Tcage = 0°C to +85°C) (Continued)

Symbol Parameter Min Max | Fig Notes
t12h A[2:0] Propagation Delay from 1 16 | 77 | OpF
BE[7:0] #
t13a BRDY # Rising Edge Vald Delay 2.1 79 | 78 | OpF
from HCLKIN Rising
t13b BROY # Falling Edge Valid Delay 21 79 | 78 | OpF
from HCLKIN Rising
t14 NA# Valid Delay from HCLKIN 1.4 84 | 78 | OpF
Rising
ti5a AHOLD Valid Delay from HCLKIN 20 76 | 78 | OpF
Rising
t15b BOFF # Valid Delay from HCLKIN 2.0 76 | 78
Rising
t16a EADS #, INV, PEN# Valid Delay from 20 80 | 78 | OpF
HCLKIN Rising
t16b CPURST Rising Edge Valid Delay 1.2 75 | 78
from HCLKIN Rising
t16¢c CPURST Falling Edge Velid Delay 1.2 75 178
from HCLKIN Rising
t16d KEN# Valid delay from HCLKIN 1.7 82| 78
Rising
t17 INIT High Pulse Width 2 HCLKs 84 | Softreset via TRC register or
CPU shutdown special cycle
118 CPURST High Pulse Wid-h 1ms 84 | Hard reset via TRC register, 0 pF
1-218
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9.5.11 SECOND LEVEL CACHE STANDARD SRAM TIMING, 60 MHz (82434LX)
Functional Operating Range (Ve = 4.75V to 5.25V; Tgasg = 0°C to +85°C)

82434L.X/82434NX

Symbol Parameter Min Max | Fig Notes
t20a CAAl[6:3]/CAB[6:3] 0 B85 | 77 | 0pF
Propagation Delay from A[6:3]
t20b CAA[6:31/CABI6:3] Valid 0 72 | 78 | OpF
Delay from HCLKIN Rising
t21a COE[1:0] # Falling Edge Valid 0 9 | 78 |0pF
Dslay from HCLKIN Rising
t21b COE[1:0] # Rising Edge Valid 0 55 | 78 | OpF
Delay from HCLKIN Rising
t22a CWE([7:0] #/CBS[7:0] # 2 14 | 78 | CPU burst or single write to second
Falling Edge Valid Delay f-om level cache, O pF
HCLKIN Rising
t22b CWE(7:0] # /CBS[7:0] # Rising 3 15 | 78 [ CPU burst or single write to second
Edge Valid Delay from HCLKIN level cache, 0 pF
Rising
t22¢c CWEI[7:0]#/CBS[7:0] # valid 14 7.7 | 78 | Cache line Fill, 0 pF
Delay from HCLKIN Rising
t22d CWE([7:01 #/CBS[7:0] # | ow 1 HCLK 84 | OpF
Pulse Width
t22e CWE([7:0]#/CBS[7:0] # Driven -1 85 | Last write to second level cache during
High before CALE Driven High cache line fill, 0 pF
t22f CAA[4:3]/CAB[4:3] valid 1.5 85 | CPU burst write to second level cache,
before CWE(7:0] # Falling 0 pF
t23 CALE Valid Delay from HCLKIN 0 8 78 | OpF
Rising
t24 CR/W([1:0] # Valid Delay rom 1.5 82 | 78 | 0pF
HCLKIN Rising
125 CBS[1:0] # Valid Deiay frim 1.0 12.0| 78 | OpF

HCLKIN Rising; Reads from
Cache SRAMs
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9.5.12 SECOND LEVEL CACHE BURST SRAM TIMING, 60 MHz (82434LX)
Functional Operating Range (Vgc = 4.75V to 5.25V; Tcaseg = 0°C to +85°C)

Symbol _Parameter Min | Max | Fig | Notes
130a CAA[6:3]/CABI[6:3] Propagation Delay from A[6:3] 0 85 | 77 | OpF
t30b CAA[6:3]/CAB[6:3] Valic Delay from HCLKIN Rising 0 82 | 78| OpF
t31 CADS([1:0] # Valid Delay from HCLKIN Rising 151} 82 | 78 | OpF
t32 CADVI[1:0] # Valid Delay from HCLKIN Rising 15| 82 | 78 | OpF
133 | CWE[7:0] # Valid Delay f-om HCLKIN Rising 1.0 | 105| 78 | 0pF
134a COE[1:0] # Falling t:dge Valic Delay from HCLKIN Rising 0 | 95| 78| OpF
134b COE[1:0} # Rising Edge ‘alid Delay from HCLKIN Rising 6.0 | 78 | OpF
t35 CALE Valid Delay from HOLK:N Rising 0 85 {78 | OpF
9.5.13 DRAM INTERFACE TIMING, 60 MHz (82434LX)
Functional Operating Range (Vcc = 4.75V to 5.25V; Tcasg = 0°C to +85°C)
Symbol F Parameter Min Max | Fig Notes
t40a RAS[5:0] # Valid Delay from 0 8.0 | 78 | 50 pF
HCLKIN Rising :
t40b RAS[5:0] # Pulse Width High 4 HCLKs—5 84 | RAS# precharge at beginning
o of page miss cycle, 50 pF
ta1a CAS[7:0] # Valid Delay from 0 8.0 | 78 | 50 pF
HCLKIN Rising
t41b CAS(7:0] # Pulse W dth High 1 HCLK -5 84 | CAS# precharge during burst
B o cycles, 50 pF
t42 WE # Valid Delay frcm HUCLKIN 0 21 7’8 | 50 pF
Rising
t43a MA[10:0] Propagation Deiay fom 0 23 | 77 | 50 pF
A[23:3]
t43b MA[10:0] Valid Delay fror1 HCLKIN 0 10.7 | 78 | 50 pF
Rising
1-220
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9.5.14 PCI CLOCK TIMING, 60 MKz (82434LX)
Functional Operating Range (Vi = 4.75V to 5.25V; Tgase = 0°C to +85°C)

82434L.X/82434NX

Symbol Parameter Min Max Fig Notes
t50a PCLKOUT High Time 13 82 20 pF
t50b PCLKOUT Low Time 13 82 20 pF
t51a PCLKIN High Time 12 82
t51b PCLKIN .L—J'Fir;e 12 82
ts51c PCLKIN Rise Time 3 83
t51d PCLKIN Fall "ime _3 83

9.5.15 PCI INTERFACE TIMING, 60 MHz (82434LX)
Functional Operating Range (Vg = 4.75V to 5.25V; Tcasg = 0°C to +85°C)

l ADVANCE INFORMATION

Symbol Parameter Min | Max | Fig Notes
t60a C/BE[3:0] #, FRAME #, TRDY #, IRDY #, STOP #, PLOCK #, 2 11 | 78 | Min: O pF
PAR, PERR #, SERR #, "EVSEL # Valid Delay from PCLKIN Max: 50 pF
Rising »
t60b C/BE[3:0] #, FRAME #, TRDY #, IRDY #, STOP#, PLOCK #, 2 81
PAR, PERR #, SERR #, LEVSEL # Qutput Enable Delay from
PCLKIN Rising
t60c C/BE[3:0] #, FRAME #, TRDY #, IRDY #, STOP#, PLOCK #, 2 28 | 80
PAR, PERR#, SERR #, DEVSEL # Float Delay from PCLKIN
Rising
t60d C/BE{3:0]#, FRAME #, TRDY #, IRDY #, STOP#, PLOCK #, 9 79
PAR, PERR #, SERR #, CEVSEL # Setup Time to PCLKIN
Rising
t60e C/BE[3:0] #, FRAME #, TRDY #, IRDY #, STOP#, PLOCK #, 0 79
PAR, PERR#, SERR #, CEVSEL # Hold Time from PCLKIN
Rising
t61a REQ+#, MEMACK # Valid Delay from PCLKIN Rising 2 12 | 78 | Min: O pF
o Max: 50 pF
t61b REQ#, MEMACK# Outpit Enable Delay from PCLKIN Rising 81
té1c REQ#, MEMACK # Float Delay from PCLKIN Rising 28 | 80
t62a FLSHREQ#, MEMREQ# Setup Time to PCLKIN Rising 12 79
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82434LX/82434NX

Functional Operating Rarige (Voe = 4.75V to 5.25V; Tcage = 0°C to +85°C) (Continued)

intel.

Symbol Parameter Min | Max | Fig Notes ]
t62b FLSHREQ#, MEMREQ# Hold Time 4] 79
from PCLKIN Rising

t63a GNT # Setup Time to PCLKIN Rising 10 79 ]

t63b GNT # Hold Time from PCLKIN Rising 79 B

t64a | MEMCS# Setup Time t> PCLKIN Rising 79 1

t64b MEMCS # Hold Time from PCLKIN Rising 79

165 PCIRST # Low Pulse W:dth 1ms 84 | Hard Reset via TRC Register, N
S OpF ]

9.5.16 LBX INTERFACE TIMING, 60 MHz (82434LX)
Functional Operating_la_z:nge {(Voe = 4.75V t0 5.25V; Tcage = 0°C to +85°C)

Symbol L Parameter Min | Max | Fig | Notes

t70 HIG[4:0] Valid Dela_y from HCLKIN Rising 08| 67 | 78 | 0pF

71 MIG[2:0] Valid Delay from HCLKIN Rising 09| 65| 78| 0pF |

t72 PIG(3:0] Valid Delay from PCLKIN Rising o 15 12 | 78 | opF

173 PCIDRV Valid Delay frorn PCLKIN Rising 1 [ 13 [78 ] opF

t74a | MDLE Falling Edge Valic Delay from HCLKIN Rising 06| 68 | 78 | OpF |

t74b MDLE Rising Edge Val?j B;ay from HCLKIN Rising 06| 68 | 85| 0OpF

t75a EOL, PPOUT[1:0] Setur Time to PCLKIN Rising o 7.7 79 ]

t75b EOL, PPOUT(1:0] E(E‘Vife from PCLKIN Rising 1.0 79 ]

1-222
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1. Measurad on tising adge of adiacent clocks at 1.5V,
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9.62 CPU INTERFACE TIMING, 66 MHz cmx;,mum f

D
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§25¥; Voos = 3,135V 10 3.485V;
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82434LX/82434NX i ntel .

&&3 m LEVEL mug STANDARD m m 3‘ ﬂl‘k‘_m MIJWRY

cm;%m*xéé&{&élf asmq
Delay from HCLKIN Rising

1 met‘hozwcssms# Vaiid =

tr ¢ /CASI751# Low Pulse Wit

i Gwslrs}#fcsstw]# nmwuam ’
 CALE Driven High '

o CAA[4: aycaak 3] Valid before
| CWE[7:01# Falling

mgsvgm,mmmmmwsm’
| CR/W{1:01 # Valid Delay from HQLKN
1 w 5

casirole Valid Delay from HOLKIN
1 Risi Rmmmmsmm

| ,cssam; mwmmwmmans# i
| Falling ]

| cCsI1:01# Valid Delay trom HGLKIN ising |
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9.64 WI@!!ELGAW MSTMWQGH}RWW mn.mmv

A1 Valid Delay from HCLKIN i
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82434LX/82434NX |nte| .
R

9.6.6 PCI CLOCK TIMING, 66 MHz (82434NX), PRELIMINARY :

Symbol. Parameter

150a PCLKOUT High Time.
1500 PCLKOUT Low Time =
t51a PCLKIN High Time

t51b PCLKIN Low Time

t51¢ PCLKIN Rise Time

151d PCLKIN Fall Time

9.6.7 PCI INTERFACE TIMING, 88 MHz (3233‘4‘\ ,
Functional Operating Range (Voc = 475V 10 5.25V; V

‘ Symbel Parameter
1808 c/BEta 0] #, FRAME #, TRDY#, IRD'
PAR, PERR#, SERR#, DEVSEL# w@
1 Rising
60b- | C/BE[3:0}#, FRAME# TRDY#, mm' ~
PAR, PERA#, SERR#, DEVSE!,&M =h
| PCLKIN Rising ~
t60c | C/BE[3:0]#, FRAME#, TR@W MY
PAR, PERR#, SERA S DEvs&#m
Fhsmg
t60d C/BE[S'OQ# FRAME #, rﬁan m*
PAR, PERR#, SERR#, eevsaa sems
Riging
t60e C/BE[3:01 #, FRAME #, TRDY #, m&*( ‘
PAR, PERR#, SERR#, DEVSEL# Hmm
Rising
| t6ta REQ#, MEMACK # Valid Delayknm mﬂﬁ
B1b REQ#, MEMACK # Wmmm
161&:‘ REQ#, MEMACK # Float Qdaymm :
1622 | FLSHREQ#, MEMREQ# Setup Time 1o}
162b | FLSHREQ#, MEMREQ# Hoid Tima from PCL}

1.228
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= 3135V 10 3485V,

1. Measured on rising edge of adiacent clocks at 1.5V,
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82434L.X/82434NX

9.6.10 CPU INTERFACE TIMING, 50 -AND 60 MHz {ﬂMX)

Symbol

Functional Oponmg Range (Vee = 4.?5?%9 m Ve

m

t10a

ADS#, W/R#, mew :
Rising

t10b

BE[7:0]# Setup Time to H&Wﬂ

t10c

H!TM#S&@%&H&KMM e

110d

CACHE#, M/IO# Setup Timeto .~ | 46

HOLKIN Rising.. { ‘

110e

D/C# Setup Time to HCLK%N Ristng 148

110t

HLOCK#, SMIACT#, § Sm‘ﬁmew g»g‘é.a;

HOLKIN Rising

t10g

HITM#, M/IO#,D/C#, Hokd’l‘imefmm 0,7 P

HCLKIN Rising

t10h

W/R#, HLOCK# Hold from HOLKIN a{;ﬁf'}:

Rising

110

HCLKIN Rising

t10j

CACHE #, SMIACT# | Hold’rimf;am T

HOLKIN Rismg

ttia

PCHK #:Setup TimetaHGLKmR in

t11b

PCHK# Hold Time from HOLKIN mni::g 4

iy 28

A[31:0] Setup Time to HCLKIN F{ism

t12b

A[31:0} Hold Time from ch_ms ng ' E;S;

t12¢

Azmmsewnmmmwam“ 65

t12d

AL31:0] Hold Time from HCLKIN Rising | 15

1-230

3 = 3.136V 10 3466V; Toage = 0°C o +65°C)

ADS#,BE[7.0]# Hold Timetrom |09 |

e | e
78
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®

NA# Vel
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9.6.11 SECOND LEVEL CACHE STANDARD SRAM TIMING, 50 AND 60 MHz (WX}‘ |
FWWW{Y@Q == KPSVMW \?‘m& b s,mv&&m

Symbol : ?mm-ur S
t20a CAA{MXJQAsiml Wﬂeiw
from Al6:3]

120b cmi&sizmis.sf Vakd Delaymam

| HCLKIN Rising ‘ i
t2ta COEN: Bi* Falling Edge Valid m ng‘ ~

| from HOLKIN Rising
121h
b cwsmwe:s »sﬁIéW

o mamm-a&m

22
o2t

23
04

25
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®
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Hard Reset via
TRC Register,
0pF
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9.6.16 LBX INTERFACE TIMING, 50 AND 60 MHz (82434NX)
Functional Operating Aange (Voc = 4.75V to 5.25V; Vo ”

o HIG[4:0] Valid Delay from HOLKI

71 | MIG[2:0] Vaiid Delay from HCLKIN Ri

72 PIG(3:0] Valid Delay from PCLKH

t73 | PCIDRV Valid Delay from PCLKIN R

t74a MDLE Falling Edge Valii Delay from b

t74b MDLE Rising Edge Valid D

t75a EOL, PPOUT1:0] Sstup Time to - daen L L
“wsb EOL, PPOUT[1:0] Hold Time from PCLKINfising | 10 | | 70 |

9.6.17 TIMING DIAGRAMS

input VT >E
- Propagation Delay
Output \4

250479-87

Figure 77. Propagation Delay

Clock 1.5V - —\_- f
_— —

Valid Delay
Output VT

290479-88

Figure 78. Valid Delay from Rising Clock Edge

Clock 1.5V

— S —

Setup Time Hold Time
el —»

input ‘2 > VT>‘4—

290479-89

Fijure 79. Setup and Hold Times

E ADYANCE INFORMATION
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Input vT
Float Delay
—P>
Output " —
290479-90
Figure 80. Float Delay
Clock £1.5v
"‘“"—-7r_ Output Enable Delay
e
—
Output
N———
290479--91
Figure 81. Output Enable Delay
High Time
20V )T
r-1.5V
/ __0._BV -
Low Time
: <+ Perlod e e
290479-92
Figure 82. Clock High and Low Times and Period
2.0V TN 2.0V )
0.8V o8v
-—> <4— Fall Time
- <« Rise Time
290479-93

Figure 83. Clock Rise and Fail Times
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—— ,
-3 vT VT -
/| A
<4 -— Pulse Width ——-—»
290479-94
Figure 84. Puise Width
’
tput? vr -
Outp L 9
< et
e Output-to-Output Delay
OQutputz vr
- 290479-95

Figure 85. Output-to-Output Delay
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10.0 PINOUT AND PACKAGE INFORMATION

10.1 Pin Assignment
Except for the pins listed in Figure 36 notes, the pin assignment for the 82434LX and 82434NX are the same.

vss—=1 O 156 === PCLKIN

50
VvSS } 51 106 =———— NC %r\o'ﬂ)
HCLKOSC T——— 52 105 F——/ NC (note)

CADSO# CR/WOR

290479-96

NOTES:
1. For the 82434NX, pin 105=RAS6 +, 106 =RAS7#, and 109 =MA11. These pins are no connects for the 824341
i and are signal connections for the :12434NX.
2. For the B2434NX, pins 23, 3%, 43, 74, 86, and 102 are 3.3V VDD pins (i.e . VDD3). These pins are VDD pins for the
82434LX

Figure 86. PCMC Pin Assignment
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Table 21. 82434LX Alphabetical Pin Assignment

Pin Name Pin # Type Pin Name Pin # | Type Pin Name Pin # | Type |
AD 204 t/s #HOLD 33 | out CAS5# 138 | out
Al 205 /s 6iE0 # 56 | in CAS6 # 134 | out
A2 206 t/s =X 53 | in CAST7 # 132 | out
A3 12 t/s =T 57 | in | |CBE0# 146 | ts
A4 9 t/s [=E 5a | in | |cBE1# 145 | Ws
A5 10 t/s =X 55 | in | |CBE2# 144 | ws
A6 11 Us =X 54 | in CBE3 # 143 | ws | 1
A7 14 t/s .Eié_é-? 58 in | COEO# 87 out
A8 13 t/s bE7 60 | in | |coEi# 85 | out |
Ao 16 t/s £ OF< # 30 | out | |CPURST 25 | out
A10 15 t/s £RDY « 32 | out CWEO#/CBSO# | 100 | out
AT 18 s ' AA 82 | out | |CwE1#/0BS1# | 99 | out
A2 17 t/s A 80 | out | |Cwe2#/cBS2# | 98 | out
A13 19 /s [ ans 78 | out | |CwE3#/CBS3# | 97 | out
A4 21 /s < AAs 76 | ot | | CWE4#/CB34# | 96 | out |
" Ats 22 t/s [ AB S 84 | out | |CWE5#/CBS35# | 95 | out |
T Ate 201 t/s :& AB 81 | out CWE6#/CBS6# | 91 out |
A7 202 s C ABS 79 | out | |cwET#/CBST# 90 | out
| A18 203 t/'s : ;Bw 77 out . D/C# 68 in B
" Ate 6 t/s [« aCHE # 64 | in DEVSEL# 170 | sits
A20 7 t/s [ AD30# CRUWO# | 93 | out DRVPCI Ciss | out
A2 200 t/s (CADS1#CR/W1# | 94  out | |EADS# "sa | owr
i A22 4 Us [CADVO# (82434L)| 88 | ot |  EOL e | in |
A23 196 vs 2323;2:):) coso# ' FLSHREQ# | 62 m~
ne & LS |cADV# (8243400 89 | owr | - AMEF | T8 [sts
A25 8 /s CADV1#/C0CS1 # GNT # 163 ir
A2 5 /s | {B2434NX) | " HOLKA 42 | owr
T A2z 197 Vs |CALE 101 | out | HCLKB T4 ot
 Aze 2 t/s |CASE # 135 | out THOLKC | our
A29 198 Vs [CAS # 137 | out HCLKD 39 our
a0 207 t/s |CASD # 1393 | out "HOLKE T out |
YT 199 s [CASG# 131 | out | oike T ngﬁl
; ADS# 66 i |[(ASe# 136 | out " HOLKIN 50 o
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Table 21. 822434LX Alphabetical Pin Assignment (Continued)

Pin Name Pin # Type_ Pin Name Pin # | Type Pin Name Pin # Type_
HCLKOSC 52 in | o 1108 | om PLLAGND 45 v
HIGO 184 out - PLLARC 45 in
HIG1 183 out i 185 | out PLLARG2 48 n |
HIG2 182 out MEMACK # 195 | out PLLAVDD 49 v
HIG3 181 out MEMCS # 164 | in PLLAVSS 47 | v
HIG4 180 out MEMREG# 165 | in PLLBGND 51 | v |
HITM# 65 in MIGO 179 | out PLLBRC1 152 | in
HLOCK # 71 n | |Med 178 | out PLLBRC2 154 | in
INIT 26 out MIG2 175 | out PLLBVED 155 | v
INV 28 out | NA# 31 | out PLLBVSS 153 | v |
IRDY # 142 | svs |NC 0 | NC || pLock# 168 | s/t/s
KEN # 29 out | NC (B2434LX only) | 105 | NC PPOUTO 159 | in |
M/IO# 61 in NC (82434LX only) | 106 | NC PPOUT" 160 | in |
MAO 122 out | NC (82434LX only) | 109 | NC PWROK 62 in
MAT 121 out | “AR AN RASO # 127 | ouw |
MA2 119 out | |CHK# 2| n RAST # 125 | out |
MA3 118 out | |POIRST# 147 | out RAS2 # 126 | out |
MA4 117 out | “CLKIN 156 | in RAS3 # 124 | out |
MAS 116 out | “CLKOUT 174 | out RAS4 # 128 | out |
MA6 114 out | "EN# 27 | out RASS # 123 | out |
MA? 113 out | |FERR# 169 | s/o/d RASE# 105 | out
VA 1 " FIGO 103 | out (82434NX only)

] PIG1 192 | out RAST# 106 | out
T T [P o1 o | L204Nxany

—  |Pies 187 | out
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Table 21. 82434LX Alphabetical Pin Assignment (Continued)

Pin Name Pin # | Type Pin Name Pin # Type Pin Name Pin # Type
REQ# 194 | out V[;D 103 v Vsg 92 v
SERR# 172 | s/o/d Voo 120 v Vs 104 v
SMIACT # 69 in Voo 130 v Vsg 107 v
STOP # 167 | sit/s Voo 139 v | ves T s v
TESTEN 63 in Voo 149 v Vse 29 v
TRDY # 141 | s/t/s _\Z)D 158 v Vgg, 140 v
VoD 20 Y Vo 176 v ‘ | Vss | 48 Y
Vo (824341 23 v Vo 188 v ! Vg 150 Y
Voos(eedaaNn) | 4 Voo 208 | v | vee | 57 v
Vpo (8243410 | 43 1 v Ves 24 Yo L s b v
Vﬁg@@?‘%NX)' . ‘ 15», 36 v ] _Vgg 189 \
VDD I 73 v Vss 44 Vool Vs 180 v
Voo (82434L%) | 74 v Vg 51 Vv W/R# 87 in
- Vppa (82434NX) | | v_q 75 v wes 1 os out
Vpp(®24341%) | 86 | Vv Ve 83 v | T e
Vopa(82434NX) | | — R
Voo (824340 | 102 | v
Vpoa (82434NX)
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434NX
82434LX/82 |n'te| .
Tabie 22. Numerical Pin Assignment
—_ _ —
Pin# Pin Name Type | Pin# Pin Name Type Pin# Pin Name Type
1 | Vsg v 32 | BRDY# out 62 | PWROK in
2 | AzB s 33 | AROLD out 63 | TESTEN in
3 | Aza s 34 | EADS# out 64 | CACHE # in
4 AZ2 ts 35 | Vpp (8243414 v 65 |HITM# in
5 | Az s L Vippa. (B2434NX) 66 | ADS# in
6 | A19 is % Vs YV 67 |W/R# n
7 A s 37| HCLKF _out 88 |D/C# in
8 | A5 s JHELKE ) out 69 | SMIACT # in
s | Ac e | HCLKD out 70 NG NG
10 | At is 10 | HCLKC 1 oot 71 | HLOCK # in
Y s N _JHCIKB | out 72 | PCHK # in
12 | A% N s_ 42 | HCLKA out 73 | Vip v
13 | A¢ (s 43 ::DD (‘(‘22334'-:;) v 74 | Vpp (62434L%)
- o3
14 | A s Vppg (82434NX)
15 | A1D ts 75 | Vss v
6 1 Ac . 76 | CAA6 out
17 A1D R = s - ;- 77 | CAB6 out
6 | A1l . - F’I_ _ARi:‘? v 78 | CAAS out
[ B L. s in
1 | A e Teavn v e 2
20 Voo . = ” E:LKIN e B0 | CAAs4 out_
- jold h "
o1 | At s e ek 81 | CAB4 out
- o 33 N
22 | AtS - _ 33 b 82 | CAA3 out |
— 52 | HCLKOSGC in 5 lva v
23 | Vop (82434LX) \Y s ——— — 3 38 B
Vppg (82434NX) N ‘ = e 84 |CAB3 out
24 Vgs ' 1,:} ........ E s_lii#_ S T_. 85 |COEt# out
25 | CFURST ot 5| BRa# n_ 86 | Vpp (824341X) v
26 | INIT ot | 6 _jBEO® N Vpps (82434NX)
27 PEN # o ij‘ Y BE2# 4“ T_ 87 |COEO# out
28 N o »8” I E!E!it N iin 88 | CADVO# (824341 | out
- 19 BE3 # T ]M i;A CADVO#/CCS0#
29 | KEN# ont . I _ (82434NX)
: T B30 | BET# in
30 | BCRF# o : : 1— - 89 |CADV1# (82434LX) | out
31 | NA# oot o1 | Macs n - CADV1#/CCS1#
- T (B2434NX)
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Table 22. Numerical Pin Assignment (Continued)

Pin# Pin Name Type‘ Pin# Pin Name Type Pin # Pin Name Type
90 |CWE7#/CBS7# | out 119 | MA2 out | 151 | PLLBGND v
91 |CWE6#/CBS6# | out 120 | Vpo v 152 | PLLBRC1 in
92 |vss v 121 | M1 out | 153 | PLLBVSS v
93 | CADSO#,CR/WO# | out 122 | Mao out | 154 | PLLBRC2 in
94 | CADS1#.CR/W1#| out 123 | RAS5# out : 155 | PLLBVDD v
95 | CWES#/CBS5# | out 124 | RAS3# out 156 | POLKIN in
96 | CWE4#/CBSa# | out | | 125 | RAS1# out | 157 | Vss
97 | CWE3#/CBS3# | out 126 | RAS2# ot | | 158 | Vop
98 | CWE2#/CBS2# | oul 127 | RASO# ot | | 159 | PPOUTO in
99 |CWE1+#/CBS1# | out * 128 | RAS4# out 1 160 | PPOUTH in
100 | CWE0#/CBSO# | out 120 | Vss v 160 | EOL in
101 | CALE out 130 | Voo v 162 | FLSHREQ# | in

T102 | Vpp (82434L) v 131 | cass# ot | | 163 | GNT# in

Vs (82434NX) L[ 132 | caste ot | | 1ec | MEMCS# in

103 | Voo v 133 | CAS2# out | 165 MEMREQ# in
104 | Vss v 134 | CASe# ot | 166 | Vs v
05 m‘g‘?‘?‘g«x’ o”u{i Ea; CAS0# ou;: ;\_167‘ - sTOP# s/t/s
s »ﬁc‘,mmwm . 136 CAS4# out | l__uss PLOCK # s/t/s

- [ RAST# (B2434NX) | out EX CAS1# out 169 PERR # s/o/d

107 | Ves v 138 | CASs# out | | 170 | DEVSEL# | sitrs
108 | WE# out ] _1<9 Vop V: ] 171 PAR t/s :
100 | NC(82434L%) | NC 149 Ve v . 172 | SERA# s/o/d

_[MA11(®243aNX) | out | | qur | TRDV# s/us | . 173 | FRAME# s/t/s

110 | MA10 out | [ ya | mDv# sitis | 174 | POLKOUT out |

111 | MAS out 14 CBE3# vs | 175 | MIG2 out
11z | Mag out | has CBE2# s | 176 | Voo v
113 | MA7 out [ qas | ceers s | 177 | Ves v
114 | MA6 out | T s | ceros ts | | 178 | MiGT out
115 | Vg v e | PORST# | ou | | 179 | miGo out
116 | MAS out 143 | Vsg v | | 180 | HIGa out

|17 | MA4 out . [ 144 | Vpp v | st | miGs out

L118 | MA3 ot [ re | s v '[ |82 | HiG2 | out
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Table 22. Numerical Pin Assignment (Continued)

Pin# Pin Name Type:J Pin# Pin Name Type Pin# Pin Name Type
183 HIG1 out 192 PIG1 out 201 A16 t/s
184 HIGO out B 193 PIGO out 202 A17 t/s
185 MDLE out L 194 REQ# out 203 A18 t/s
186 DRVPCI out __l L 195 MEMACK # out 204 AO t/s
187 PIG3 out 196 A23 t/s 205 Al t/s
188 Vpd Vo 197 | A27 t/s 206 A2 t/s
189 | Vss v | 1e8 | A2e t/s 207 A30 t/s
190 Vss v ] 198 | A31 t/s 208 Voo v
191 PIG2 out_‘ L 200 A21 t/s

1-244
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10.2 Package Characteristics

82434LX/82434NX

NN TR T UL B g

Al

- T‘T’

A2
G A
=

290479-97

Figure 87. 208-Pin Quad Fiatpack (QFP) Dimensions

Table 23. 82434LX Package Dimensions

I ADVANCE INFORMATION

—:S.ymbol Description Value (mm)
I A Seating Height 3.5 (may)
A1 | Stand-Off Height | 0.20-0.50
- A2 Package Height 3.0 (non;;a;i}
B |Lead Width 0.18 +C.1/ -0.05
i —D Package Lengthand |30.6 = (0.3
Width, Including Pins o
I D1 Package Lengthand |28 + 0 - D1
Width, Excluding Pins L
| e [LnearLeadPich |05 +to01 e |
| G |LeadGoplanaity  |0.1(max) | G | LeadCoplananty 0.1 (max)
L Lead Length 0.5 t Og: o L ' LMW{!& “ 1 05202
| & |Lead Angle 0°-10° 0 |ileadAnge | c-10°
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11.0 TESTABILITY

A NAND tree is provided in the 82434LX and
82434NX PCMCs for Automated Test Equipment
(ATE) board level testing. The NAND tree allows the
tester to test the connectivity of a subset of the
PCMC signal pins.

For the 82434LX, the output of the NAND tree is
driven on pin 109. The NAND tree 's enabled when
A24=1, A25=0, A26=1, and TESTEN=1 at the
rising edge of PWROK. PLL Bypass mode is en-
abled when A24=1, and TESTEN =1 at the rising
edge of PWROK. In PLL Bypass made, the 824341.X
and 82434NX PCMC AC specifications are affectad
as follows:

1. Output valid delays increase by 20 ns.

2. All hold times are 20 ns.

3. Setup times and propagation defays are
unaffected.

4. Input clock high and low times a-e 100 ns.

in both the NAND tree test mode and PLL Bypass
mode, TESTEN must remain asserted throughout
the testing. A[28:24] should be set up at least
1 HCLK before the rising edge: of FWROK and held
at least 3 HCLKs after PWROK. Table 11 shows the
order of the NAND tree inside the PCMC.

When not in NAND Tree test moide, the 824341X
drives the output of the host ciock PLL onto pin 109.

mamx Tmm

msmémmmmemmmmof
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Table 25. NAND Tree Order

[ Order | Pin # Signal r_Order Pin # Signal Order | Pin # Signal

1 141 | TROY# 25 199 | A31 49 17 | A12
2 142 | IRDY# | 26 200 | A21 50 18 | A1
3 143 | CBE3# 27 201 | A6 51 19 | A13
4 144 | CBE2# 28 202 | A17 52 21 | A14
s 145 | CBE1# 29 203 | A18 53 22 | A15
e 146 | CBEO# 30 204 | A0 54 53 | BE1#
7 159 | PPOUTO 3 205 | At 55 54 | BES#
s 160 | PPOUT1 32 206 | A2 56 55 | BE4#
) 161 | EOL 33 207 | A30 57 56 | BEO#
o | 162 [FisHeuF# | | 34 2 A28 58 57 | BE2#
1 | 163 | GNT# 3 3 A24 59 58 | BEG#
42 | 164 | MEMCS# 36 4 A22 60 59 | BE3#
73 | 1es | MEMREQ# | | a7 5 A26 61 60 | BE7#
2 | 167 | sToP# s 6 A9 62 61 | M/IO#
45 | 168 | PLOCK# Tl 7 A20 63 64 | CACHE#
16 | 169 | PERR# : 40 8 A25 | 6a 65 | HITM#
47 | 170 | DEVSEL# a1 9 Ad |65 66 | ADS#
; 18 | 171 | PAR a2 10 A5 66 67 | W/R#

19 | 172 | SERR# 43 1 A6 67 68 | D/IC#
20 | 173 | FRAME# 44 12 | A3 68 69 | SMIACT#
|21 | 194 | REQ# s 13 | A8 69 71 | HLOCK#
| 22 | 196 [ a2 46 14 | A7 70 72 | PCHK#

T3 | 197 | A2z 47 15 | A10 7 63 | TESTEN
24 | 198 | Ace R 16 | A9 i

ADDITIONAL TESTING NOTES:

HCLKOUTI6:1] can be toggled via HGLKIN.

(CAx[6:3] are flow through outputs via A[6:3] after PWROK transitions high.
MA[10:0] are flow through outputs via A[13:3] after PWROK transitions high.
CAS[7:0] # outputs can be tested by performing a DRAM read cycle.
PCLKOUT can be tested in PLL bypass mocie, fraquency is HCLK/2.
PCIRST is the NAND Tree output of Tree Ceil 6.

INIT is the NAND Tree output of Tree Cell 53.
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